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ANALYSIS OF A CONSERVATION LAW

WITH SPACE-DISCONTINUOUS

ADVECTION FUNCTION

Julien Jimenez

Abstract. We consider the scalar conservation law in one space dimension:

∂tu+∂x(k(x)g(u)) = 0, (1)

associated with a bounded initial valueu0.
We suppose that the functionk is bounded, discontinuous atx0 = 0, and has bounded

variations. Whenk is piecewise-constant, the definition of a weak entropy formulation for
the Cauchy problem has been introduced by J. D. Towers in [7]. In [6] the existence and
the uniqueness is proved by regularisation of the functionk. We generalize the definition
of J.D Towers and we adapt the method introduced in [6] to establish an existence and
uniqueness property in the case of the homogeneous Dirichlet problem for (1).
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§1. Introduction

We are interested in the existence and uniqueness property for a scalar conservation law
made of an hyperbolic first-order equation in a one-dimensional bounded domainΩ, for any
positive finiteT:

∂u
∂ t

+
∂

∂x
(k(x)g(u)) = 0 in Q = Ω× ]0,T[ ,

u(0,x) = u0(x) on Ω,

u = 0 on a part of ]0,T[×∂Ω,

(2)

wherek is a discontinuous function at a pointx0 of Ω. Such an equation arises in the mod-
elling of continuous sedimentation of solid particles in a liquid or when one considers a
two-phase flow in an heterogeneous porous medium without capillarity effects ([3]).

By normalization, we supposeΩ = ]−1,1[.
The initial conditionu0 belongs toL∞(Ω) and takes values in[0,1].
The flux functiong is Lipschitzian on[0,1] with a constantMg, g≥ 0, g(0) = g(1) = 0

and satisfies a nondegeneracy condition:

∀ α ∈ R, L {λ ∈ R, g′(λ ) = α}= 0.
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The functionk is discontinuous atx0 = 0, k ∈W1,+∞(]−1,0[), k ∈W1,+∞(]0,1[). Thus,
we can define:

kL = lim
x→0−

k(x) and kR = lim
x→0+

k(x).

The mathematical formulation for (2) is given in Section 2 through an entropy inequality
on the wholeQ using the classical Kruzkov entropy pairs and involving a term that takes into
account the jump ofk along{x0 = 0}. As soon as we are able to transcript the transmission
conditions along the interface included in this definition, we are can state, in Section 4, the
uniqueness. To do so we need strong traces foru along the interface{x0 = 0}.

§2. Definition of an entropy solution

We propose a definition extending that of J. D. Towers ([7]), also used by N. Seguin and
J. Vovelle ([6]) or F. Bachmann ([1]), to the case wherek depends on the space variable and
for the homogeneous Dirichlet problem in a bounded interval ofR. So we say that:

Definition 1. A functionu of L∞(Q) is an entropy solution to (2) if:

(i) 0≤ u(t,x)≤ 1 a.e. on Q.

(ii) ∀κ ∈ [0,1], ∀ϕ ∈ C ∞
c ([0,T[×Ω), ϕ ≥ 0,

∫
Q

(
|u(t,x)−κ|ϕt(t,x)+k(x)Φ(u,κ)ϕx(t,x)

)
dxdt

−
∫

Q
k′(x)sign(u−κ)g(κ)ϕ dxdt+

∫
Ω
|u0−κ|ϕ(0,x)dx

+ |kL−kR|g(κ)
∫ T

0
ϕ(t,0)dt ≥ 0,

(3)

where
Φ(u,κ) = sign(u−κ)(g(u)−g(κ)).

(iii) for a.e. t ∈ ]0,T[, ∀κ ∈ [0,1],

k(1)sign+(uτ
1(t)−κ)(g(uτ

1(t)−g(κ))≥ 0, (4)

k(−1)sign+(uτ
−1(t)−κ)(g(uτ

−1(t)−g(κ))≤ 0. (5)

In this definitionuτ
1 anduτ

−1 denote the traces ofu respectively in+1 and−1 in the sense
of A. Vasseur [8] (see also Y. Panov [5]). Indeed it follows from [8]:

Lemma 1. Let u be an entropy solution to problem (2). If g∈C 3(R) and if,∀(α,β ) 6= (0,0),
L ({λ | α + β .g′(λ ) = 0}) = 0, there exists two functions uτ

±1 in L∞(]0,T[) such that, for
every compact set K of]0,T[,

ess lim
x→±1

∫
K

∣∣u(t,x)−uτ
±1(t)

∣∣dt = 0.
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In [5] Panov proved the existence of these strong traces with a flux function only contin-
uous, depending also on the space variable.

Remark1. Of course, the statement of Lemma 1 also ensures the existence of strong traces
for u, γu+ andγu−, in L∞(]0,T[) along{x0 = 0}.
Remark2. The boundary conditions (4)–(5) can also be written:

for a.e. t ∈ ]0,T[, ∀κ ∈ [0,1],

k(1)(sign(uτ
1(t)−κ)+sign(κ))(g(uτ

1(t))−g(κ))≥ 0,

k(−1)(sign(uτ
−1(t)−κ)+sign(κ))(g(uτ

−1(t))−g(κ))≤ 0,

that are the classical boundary conditions of C. Bardos, A. Y. Leroux and J. C. Nedelec ([2]).

§3. Conditions at the interface{x0 = 0}

Let us establish that the previous definition ensures the uniqueness. The proof is based on that
proposed in [6] and relies essentially on the transmission condition along{x0 = 0} underlying
to entropy inequality (3). Indeed the existence of strong traces foru permits us to state first:

Lemma 2. Let u be an entropy solution to (2). So, for a.e. t ∈ ]0,T[ , ∀κ ∈ [0,1],

kLΦ(γu−(t),κ)−kRΦ(γu+(t),κ)+ |kL−kR|g(κ)≥ 0. (6)

Proof. Let ϕ ∈ C ∞
c (Q), ϕ ≥ 0. We refer to the cut-off functionωε , ε > 0, introduced in [6]:

ωε(x) =


0, if 2ε < |x| ,
−|x|+2ε

ε
, if ε ≤ |x| ≤ 2ε,

1, if |x|< ε,

such that, whenε → 0+, ωε(x)→ 0 ∀x∈ R∗, andωε(0) = 1, ∀ε ∈ R∗+. Thanks to a density
argument we may chooseϕωε as test-function in (3). We pass to the limit whenε goes to 0+

by using the Lebesgue dominated convergence Theorem providing that all the terms go to 0
except|kL−kR|g(κ)

∫ T
0 ϕ(t,0)dt (which does not depend onε) and

Iε =
∫

Q
k(x)Φ(u,κ)ϕ ω

′
ε dxdt.

Indeed, by definition ofωε ,

Iε =
∫ T

0

1
ε

∫ −ε

−2ε

k(x)Φ(u,κ)ϕ dxdt+
∫ T

0
−1

ε

∫ 2ε

ε

k(x)Φ(u,κ)ϕ dxdt.

BecauseΦ( . ,κ) is Lipschitzian on[0,1], and due to the definition ofkL,kR andγu−,γu+,

we show that lim
ε→0+

Iε =
∫ T

0
kLΦ(γu−,κ)ϕdt−

∫ T

0
kRΦ(γu+,κ)ϕ dt.

Now we highlight the fact that:
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Lemma 3. The inequality (6) is equivalent to two conditions:

(i) a Rankine-Hugoniot condition: for a.e. t ∈ ]0,T[,

kLg(γu−(t)) = kRg(γu+(t)), (7)

(ii) an entropy condition: for a.e. t ∈ ]0,T[ such thatγu−(t) 6= γu+(t),

• if sign(γu−(t)− γu+(t)) = sign(kL−kR):

∀κ ∈ I
]
γu−(t),γu+(t)

[
, kRΦ(γu+(t),κ)≤ 0, (8)

• if sign(γu−(t)− γu+(t)) =−sign(kL−kR):

∀κ ∈ I
]
γu−(t),γu+(t)

[
, kLΦ(γu−(t),κ)≥ 0, (9)

where I]α,β [ is the open interval bounded byα andβ .

§4. The uniqueness theorem

We are now able to state an uniqueness property for (2) through a Lipschitzian dependence
in L1 of a weak entropy solution with respect to corresponding initial data.

Theorem 4. Let u and v be two entropy solutions to (2) for initial conditions(u0,v0) ∈(
L∞(]−1,1[ ; [0,1])

)2
. Then,∫ T

0

∫ 1

−1
|u(t,x)−v(t,x)|dxdt≤ T

∫ 1

−1
|u0(x)−v0(x)|dx. (10)

Proof. First we state, by using the method of doubling variables (cf. [4]), for anyϕ in
C ∞

c ([0,T[×Ω) vanishing in a neighborhood of{x0 = 0}, the following Kruzkov inequality:∫
Q
(|u(t,x)−v(t,x)|ϕt(t,x)+k(x)Φ(u(t,x),v(t,x))ϕx(t,x))dxdt

+
∫

Ω
|u0(x)−v0(x)|ϕ(0,x)dx ≥ 0.

(11)

Then for anyϕ in C ∞
c ([0,T[×Ω), we can choose in (11) the test-functionϕ(1−ωε), where

ωε is defined in the proof of Lemma 2. By taking theε-limit, it comes∫
Q
(|u−v|ϕt +k(x)Φ(u,v)ϕx)dxdt+

∫
Ω
|u0−v0|ϕ(0,x)dx ≥ J,

with

J =
∫ T

0
(kLΦ(γu−,γv−)−kRΦ(γu+,γv+))ϕ(t,0)dt.

Entropy and Rankine-Hugoniot conditions show thatJ is nonnegative. Indeed let us study,
for a.e. t of ]0,T[, the sign of

I = kLΦ(γu−,γv−)−kRΦ(γu+,γv+).
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We just focus on the case when (γu+− γv+) and (γu−− γv−) have an opposite sign. Other-
wise due to (7),I = 0. When sign(γu+− γv+) = −sign(γu−− γv−) 6= 0, by using (7), we
have

I = 2kLΦ(γu−,γv−) =−2kRΦ(γu+,γv+).

Let’s focus on the situation:γu− < γv− andγv+ < γu+ (the other cases being similar).

• If γu− < γv− < γv+ < γu+, thenγv− andγv+ are in ]γu−,γu+[, so we can use the
entropy condition (8)–(9) (according to the sign ofkL−kR) to haveI ≥ 0.

• If γu− < γv+ < γu+ < γv−, thenγu−− γu+ andγv−− γv+ have an opposite sign. So
one of the two have the sign ofkL− kR. As γv+ ∈ ]γu−,γu+[ andγu+ ∈ ]γv+,γv−[,
using (8), we haveI ≥ 0.

• If γv+ < γu− < γu+ < γv− or (γv+ < γu+ < γu− < γv−), thenγu+ andγu− are in
]γv+,γv−[. So as in the first situation,I ≥ 0.

Now, in order to prove (10), we may choose in (11), for(t,x) ∈ [0,T[×Ω, the test-
function, forε > 0,

ϕ(t,x) = θ(t)αε(x),

whereθ ∈ C ∞
c ([0,T[), θ ≥ 0, andαε is an element ofC ∞

c (Ω) such thatαε ≥ 0, αε = 1 on
]−1+ ε,1− ε[ and|α ′ε | ≤ 2

ε
. Soαε→ 1 a.e. onΩ. We obtain, by taking the limit with respect

to ε,∫
Q
|u−v|θ ′(t)dxdt+

∫
Ω
|u0−v0|θ(0)dx

≥
∫ T

0
k(1)Φ(uτ

1,v
τ
1)θ(t)dt−

∫ T

0
k(−1)Φ(uτ

−1,v
τ
−1)θ(t)dt.

By coming back to Definition 1 (iii), we remark that the boundary terms are nonnegative.
Indeed, fora.e. on ]0,T[,

• if uτ
1 ≥ vτ

1, we chooseκ = vτ
1 in (4) for uτ to obtain

k(1)Φ(uτ
1(t),v

τ
1(t))θ(t) = k(1)(g(uτ

1(t))−g(vτ
1(t))θ(t)≥ 0,

• if uτ
1 ≤ vτ

1, we chooseκ = uτ
1 in (4) for vτ to obtain

k(1)Φ(uτ
1(t),v

τ
1(t))θ(t) =−k(1)(g(uτ

1(t))−g(vτ
1(t))θ(t)≥ 0.

Similarly,
k(−1)Φ(uτ

−1,v
τ
−1)θ(t)≤ 0.

This way, ∫
Q
|u−v|θt(t)dxdt+

∫
Ω
|u0−v0|θ(0)dx≥ 0.

The conclusion follows with classical arguments which completes the proof of Theo-
rem 4.
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§5. Existence of an entropy solution

The proof relies on a suitable regularizationkε , ε > 0, of the functionk and uses a compact-
ness argument for the sequence(kε Φ(uε ,κ))ε>0, whereuε is the weak entropy solution to
the corresponding mollified problem. To do so we need some additional hypotheses:

(H1) There existsκ0 ∈ [0,1] such thatΦ( . ,κ0) is bijective.

(H2) L {x∈ R∗, k(x) = 0}= 0.

In this framework we establish that:

Theorem 5. Under (H1) and (H2), the problem (2) admits at least one entropy solution u.

Proof. We suppose first that the initial conditionu0 is smooth.

First step: u0 ∈ C ∞
c (Ω)

We apply the method introduced in [6] (also used in [1]) that is to consider a sequence(kε)ε of
Lipschitzian functions such that, for every positiveε, kε = k out of ]−ε,ε[ andkε is monotone
on [−ε,ε] (depending on the sign ofkL−kR). That implies:

∀ x∈ R∗, kε(x)→ k(x) and |kε |BV(R) ≤ |k|BV(R).

Then we denoteuε the unique entropy solution (given by [3]) to the regularized problem:
∂uε

∂ t
+

∂

∂x
(kε(x)g(uε)) = 0 onQ,

uε(0,x) = u0(x) on Ω,

u = 0 on a part of]0,T[×∂Ω.

(12)

When we look for some estimates for(uε)ε>0, we are able to state the following lemma
coming from [6].

Lemma 6.

(i) For a.e(t,x) in Q, 0≤ uε(t,x)≤ 1 .

(ii) There exists a constant C> 0, such that, for anyκ ∈ [0,1]:

|kε(Φ(uε ,κ))|BV(Q) ≤ C(|u0|BV(Ω) + |k|BV(Q)).

Lemma 6 implies, by using (H1) and (H2), that (uε)ε>0 tends to a limit denotedu in
L1(Q). Then we introduce the mollified entropy pair, for anyκ in [0,1] and any realτ:

Φη(τ) =
∫

τ

κ

signη(r−κ)g′(r)dr and Iη(τ) =
∫

τ

κ

signη(r−κ)dr,

where signη denotes the Lipschitzian approximation of the function sign given for any posi-
tive η and any nonnegative realx by signη(x) = min(x/η ,1) and signη(−x) =−signη(x).
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By coming back to the viscous problem related to (12), we establish thatuε fulfills the
regularized entropy inequality for allϕ in C ∞

c ([0,T[×Ω),∫
Q

Iη(uε)ϕt dxdt+
∫

Q
kε(x)Φη(uε)ϕx dxdt

+
∫

Q
k′ε(x)(Φη(uε)− I ′η(uε)g(uε))ϕ dxdt+

∫
Ω

Iη(u0)ϕ(0,x)dx≥ 0.
(13)

We pass to the limit in (13) with respect toε to obtain∫
Q
(Iη(u)ϕt +k(x)Φη(u)ϕx)dxdt+

∫
Q

k′(x)(Φη(u)− I ′η(u)g(u))ϕ dxdt

+
∫

Ω
Iη(u0)ϕ(0,x)dx+(g(κ)+Cgη)|kR−kL|

∫ T

0
ϕ(t,0)dt ≥ 0,

(14)

whereCg = 2Mg. This way, the limit with respect toη provides (3)
To establish thatu satisfies (4)-(5), we refer to the viscous problem associated with (12)

and we make sure that for any positiveη and any positiveε,∫
Q
{kε Φ+

η (uε)ϕx + I+
η (uε)ϕt}dxdt

+
∫

Q
{Φ+

η (uε)−g(uε)sign+
η (uε −κ)}k′ε ϕ dxdt≥ 0,

(15)

where

I+
η (λ ) =

∫
λ

κ

sign+
η (r−κ)dr and Φ+

η (λ ) =
∫

λ

κ

g′(r)sign+
η (r−κ)dr.

Now we take theε-limit in (15) with the same arguments as those used to obtain (14) from
(13). It comes

|kL−kR|(g(κ)+η Cg)
∫ T

0
ϕ(t,0)dt+

∫
Q
{I+

η (u)ϕt +kΦ+
η (u)ϕx}dxdt

+
∫

Q
{Φ+

η (u)−g(u)sign+
η (u−κ)}k′ϕ dxdt≥ 0.

(16)

Then choosing appropriate test-functions in (16) and using the definition ofuτ
1 anduτ

−1
yield to (4)-(5).

Second step: u0 ∈ L∞(Ω)

We use a mollification process to come back to the first step. Indeed we consider a sequence
(u j

0) j∈N∗ such thatu j
0 ∈ C ∞

c (Ω) and (u j
0) tends tou0 in L1(Ω). We denoteu j the entropy

solution to (2) associated with the initial conditionu j
0 so that, for anyj, u j fulfills (14) and

(16). The comparison result (10) ensures that(u j) j is a Cauchy sequence inL1(Q) so tends
to a limit, denotedu in L1(Q). Then, thej-limit in (14) and (16) ensures thatu is an entropy
solution to (2).
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