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#### Abstract

In this note we present some results on the existence of periodic solutions for some impulsive differential equations. Two different problems will be considered. First, a first order differential equations with the possible presence of singularities and impulses is studied. The impulses are assumed to happen on the position and at instants of time fixed beforehand. Second, a second order differential equation is considered with statedependent impulses at both the position and its derivative. This means that the instants of impulsive effects depend on the solutions and they are not fixed beforehand, making the study of this problem more difficult.
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## §1. Introduction

Some evolutions processes are subject to sudden changes. The mathematical description of these processes leads to impulsive differential equations. The changes are assumed to be instantaneous, since their length is negligible in comparison with the duration of the process. Thus, solutions of impulsive differential equations are, in general, piecewise continuous functions. Furthermore, the existence of impulsive effects could cause complicated phenomena. This type of differential equations can describe population dynamics, biological phenomena or several physical situations [12]. Moreover, impulses can be introduced on a system to generate a particular dynamic (for example periodic motions) or to control a process.

There are two large classes of impulsive differential equations, with impulses at fixed times or with state-dependent impulses. On the first class, the moments of impulsive effect are known beforehand. Techniques and tools used on the classical theory of differential equations can sometimes be generalized and applied to this case rather easily. On the second case, the times of impulsive effect change depending on the solution, making its study much more difficult, because the space of solutions does not have such good properties and some solutions could have unexpected behaviors. We refer the reader to $[1,7,11,12]$ for some results and applications of the impulsive differential equations.

In this note we will study two different problems. First, we consider a first order impulsive problem with impulses at fixed times and singularities. For example, the following problem could be considered

$$
\begin{align*}
& x^{\prime}(t)=-\frac{1}{(x(t))^{\alpha}}+e(t), \quad t \neq t_{k} \\
& \Delta x\left(t_{k}\right)=I_{k}\left(x\left(t_{k}\right)\right)  \tag{1.1}\\
& x(0)=x(T) .
\end{align*}
$$

Here $\Delta x\left(t_{k}\right)=x\left(t_{k}^{+}\right)-x\left(t_{k}^{-}\right)$and $x\left(t_{k}^{-}\right), x\left(t_{k}^{+}\right)$denote the limits of $x$ as $t$ approaches $t_{k}$ from the left and right, respectively. The main difficulty of this problem is the presence of the term $1 / x^{\alpha}$, because it makes it difficult to find a region where the possible solutions could be located. Differential equations with singularities have been studied in recent years because they appear in a lot of physical models [13], and the introduction of impulses makes the number of applications even larger, although its study could become much more difficult.

We present a result on the existence of periodic solutions for a problem much more general that (1.1) and including a large class of nonlinearities.

The second problem considered is a more classical second order differential equation. In this case, the presence of state-dependent impulses is studied. This makes its study much more difficult. Our aim is to guarantee the existence of periodic solutions of

$$
\begin{array}{ll}
x^{\prime \prime}(t)+g(x(t))=p\left(t, x(t), x^{\prime}(t)\right), & t \neq \gamma_{i}\left(x(t), x^{\prime}(t)\right) ; \\
x\left(t^{+}\right)=x(t)+I_{i}\left(x(t), x^{\prime}(t)\right), & t=\gamma_{i}\left(x(t), x^{\prime}(t)\right) ;  \tag{1.2}\\
x^{\prime}\left(t^{+}\right)=x(t)+J_{i}\left(x(t), x^{\prime}(t)\right), & t=\gamma_{i}\left(x(t), x^{\prime}(t)\right) ;
\end{array}
$$

This type of problems is harder because the moments of impulse depend on the solution of the differential equation. For example, the equation $t=\gamma_{i}\left(x(t), x^{\prime}(t)\right)$ could have no solutions, one solution or infinitely many; and the solutions of this equation need not to depend continuously on an initial data.

The rest of this note is organized as follows: in Section 2 we state some general facts about impulsive differential equations. In Section 3 we state our existence result for problem (1.1) and in Section 4 for problem (1.2).

## §2. General facts about impulsive differential equations

Let $A$ be a subset of $\mathbb{R}^{n}, f: \mathbb{R} \times A \longrightarrow \mathbb{R}^{n}, \gamma_{i}: A \longrightarrow \mathbb{R}$ and $\phi_{i}: A \longrightarrow A$. An impulsive differential equation is an expression of the form

$$
\begin{array}{ll}
x^{\prime}(t)=f(t, x(t)), & t \neq \gamma_{i}(x(t)) \\
x\left(t^{+}\right)=\phi_{i}(x(t)), & t=\gamma_{i}(x(t)) . \tag{2.1}
\end{array}
$$

There are mainly two large classes of impulsive differential equations:

- Equations with fixed moments of impulsive effect: in this case, $\gamma_{i}$ is a constant function, i.e., $\gamma_{i}(x)=t_{i}$. The moments of impulsive effect are fixed and they are the same for every solution. Then, (2.1) can be written as

$$
\begin{aligned}
& x^{\prime}(t)=f(t, x(t)), \quad t \neq t_{i} ; \\
& x\left(t_{i}^{+}\right)=\phi_{i}\left(x\left(t_{i}\right)\right) .
\end{aligned}
$$

A problem of this type will be considered in Section 3. The solutions of this problem are piecewise continuous functions with (possible) discontinuities at $t_{i}$.

- Equations with unfixed moments of the impulsive effect: these equations have the form (2.1) with $\gamma_{i}$ non-constant functions. The moments of the impulsive effect occur when the point $(t, x)$ meets a "hypersurface" given by $t=\gamma_{i}(x)$. The points of
discontinuity depend on the solution, and sometimes solutions can not be extended over a large interval, especially if the solution intersects a hypersurface $t=\gamma_{i}(x)$ more than once. Therefore, it is interesting to impose some hypotheses in order to ensure that solutions intersect each hypersurface only once. For simplicity, in Section 4 we consider the case with just one hypersurface.
We state some general results for equations with unfixed moments of the impulsive effect. Consider

$$
\begin{array}{ll}
x^{\prime}(t)=f(t, x(t)), & t \neq \gamma(x(t)) ;  \tag{2.2}\\
x\left(t^{+}\right)=\phi(x(t)), & t=\gamma(x(t)) .
\end{array}
$$

The following hypotheses will be needed in Section 4:

1. $f: \mathbb{R} \times \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ is a continuous function and locally Lipschitz in the second variable and all the solutions of $u^{\prime}=f(t, u)$ exist for all $t \in \mathbb{R}$;
2. $\phi: \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ is a continuous function;
3. $\gamma: \mathbb{R}^{n} \longrightarrow \mathbb{R}, \gamma \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, there exist $\gamma_{-}, \gamma_{+} \in(0, T)$ such that $\gamma_{-}<\gamma_{+}$and $0<\gamma_{-} \leq \gamma(x) \leq \gamma_{+}<T \quad \forall x \in \mathbb{R}^{n} ;$
4. $f(t, x)=f(t+T, x) \quad \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{n}$;
5. $\gamma(x)>\gamma(\phi(x)) \quad \forall x \in \mathbb{R}^{n}$;
6. $D \gamma(x) \cdot f(t, x)<1 \quad \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{n}$.

Under these hypotheses the following lemmas hold:
Lemma 1. For any $x_{0} \in \mathbb{R}^{n}$, there is a unique solution $x\left(\cdot ; 0, x_{0}\right)$ of (2.2) satisfying $x(0)=x_{0}$.
Lemma 2. For any $x_{0} \in \mathbb{R}^{n}$, there is a unique $t_{x_{0}} \in(0, T)$ such that $t_{x_{0}}=\gamma\left(x\left(t_{x_{0}}\right)\right)$.
Lemma 3. The map $\Gamma: x_{0} \in \mathbb{R}^{n} \longrightarrow t_{x_{0}} \in(0, T)$ is continuous.
Lemma 4. The map $P: x_{0} \in \mathbb{R}^{n} \longrightarrow x\left(T ; x_{0}\right) \in \mathbb{R}^{n}$ is continuous.
Proof. Let

$$
\begin{aligned}
& f_{1}: \zeta \in \mathbb{R}^{n} \longrightarrow(\zeta, \zeta) \in \mathbb{R}^{n} \times \mathbb{R}^{n} ; \\
& f_{2}:(\zeta, \sigma) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \longrightarrow\left(t_{\zeta}, \sigma\right) \in[0, T] \times \mathbb{R}^{n} ; \\
& f_{3}:(t, \zeta) \in[0, T] \times \mathbb{R}^{n} \longrightarrow(t, x(t ; 0, \zeta)) \in[0, T] \times \mathbb{R}^{n} ; \\
& f_{4}:(t, \zeta) \in[0, T] \times \mathbb{R}^{n} \longrightarrow(t, \varphi(\zeta)) \in[0, T] \times \mathbb{R}^{n} ; \\
& f_{5}:(t, \zeta) \in[0, T] \times \mathbb{R}^{n} \longrightarrow x(T ; t, \zeta) \in \mathbb{R}^{n} .
\end{aligned}
$$

Each of these functions is continuous and $P\left(x_{0}\right)=\left(f_{5} \circ f_{4} \circ f_{3} \circ f_{2} \circ f_{1}\right)\left(x_{0}\right)$.

## §3. A first order problem

In this section we study the existence of a $T$-periodic solution of

$$
\begin{equation*}
x^{\prime}(t)=-\frac{1}{(x(t))^{\alpha}}+e(t) \tag{3.1}
\end{equation*}
$$

under impulsive effects

$$
\begin{equation*}
\Delta x\left(t_{k}\right)=x\left(t_{k}^{+}\right)-x\left(t_{k}^{-}\right)=I_{k}\left(x\left(t_{k}\right)\right), \tag{3.2}
\end{equation*}
$$

with $\alpha>0, T>0, e: \mathbb{R} \longrightarrow \mathbb{R}$ continuous and $T$-periodic, $I_{k}: \mathbb{R} \longrightarrow \mathbb{R}$ continuous and $0=$ $t_{0}<t_{1}<\cdots<t_{k}<t_{k+1}=T$. We reduce the previous problem to a boundary value problem, so by a $T$-periodic solution of (3.1)-(3.2) we understand a piecewise continuous function $u:[0, T] \longrightarrow(0, \infty)$, with discontinuities at the points $t_{k}, u(0)=u(T)$ and satisfying (3.1) and (3.2).

Instead of considering (3.1)-(3.2), we are going to study

$$
\begin{align*}
& x^{\prime}(t)=f(x(t))+e(t), \quad t \neq t_{k} ; \\
& \Delta x\left(t_{k}\right)=I_{k}\left(x\left(t_{k}\right)\right) ;  \tag{3.3}\\
& x(0)=x(T) .
\end{align*}
$$

In this case, $f:(0, \infty) \longrightarrow(a, b)$ is a continuous function with $a \in[-\infty, \infty)$ and $b \in(-\infty, \infty]$.
In order to prove the existence of periodic solutions [8] we use a classical result due to Mawhin [5]. We briefly present some definitions and results.

Definition 1. Let $X$ and $Y$ be two normed vector spaces and consider the linear mapping $L: D(L) \subset X \longrightarrow Y . L$ is called a Fredholm mapping of index 0 if $\operatorname{Im}(L)$ is a closed subset of $Y$ and $\operatorname{dim}(\operatorname{ker}(L))=\operatorname{codim}(\operatorname{Im}(L))<\infty$.

If $L$ is a Fredholm mapping of index 0 , there exist two projectors $P: X \longrightarrow X$ and $Q: Y \longrightarrow Y$ such that $\operatorname{Im}(P)=\operatorname{ker}(L)$ and $\operatorname{Im}(L)=\operatorname{ker}(Q)=\operatorname{Im}(I-Q)$. This implies that $L_{\mid D(L) \cap \operatorname{ker}(P)}:(I-P) X \longrightarrow \operatorname{Im}(L)$ is an invertible map, and its inverse will be denoted by $K_{P}$.
Definition 2. Let $N: X \longrightarrow Y$ be a continuous map between two normed spaces and $\Omega$ an open bounded subset of $X$. We say that $N$ is $L$-compact on $\bar{\Omega}$ if $Q N(\bar{\Omega})$ is bounded and $K_{P}(I-Q) N: \bar{\Omega} \longrightarrow X$ is a compact map.
Theorem 5. Let $X$ and $Y$ be two Banach spaces, $L: D(L) \subset X \longrightarrow Y$ a Fredholm mapping of index $0, \Omega$ an open bounded subset of $X$ and $N: \bar{\Omega} \subset X \longrightarrow Y$ L-compact on $\bar{\Omega}$. Suppose that

1. $L x \neq \lambda N x \quad \forall x \in \partial \Omega \cap D(L), \quad \forall \lambda \in(0,1)$;
2. $Q N x \neq 0 \quad \forall x \in \partial \Omega \cap \operatorname{ker}(L)$;
3. $\operatorname{deg}(J Q N, \Omega \cap \operatorname{ker}(L), 0) \neq 0$, where $J: \operatorname{Im}(Q) \longrightarrow \operatorname{ker}(L)$ is an isomorphism and $\operatorname{deg}$ represents the Brouwer's degree.
Then the equation $L x=N x$ has at least one solution in $D(L) \cap \bar{\Omega}$.
We introduce the following hypotheses:
(H1) $\lim _{s \rightarrow 0^{+}} f(s)=a^{+}, \lim _{s \rightarrow \infty} f(s)=b^{-}$.
(H2) There exist $m_{k}, M_{k} \in \mathbb{R}$ such that $m_{k} \leq I_{k}(s) \leq M_{k} \quad \forall s>0$.
(H3) If $c_{1}=\frac{-m_{1}-\cdots-m_{q}}{T}-\frac{1}{T} \int_{0}^{T} e(t) d t$ and $c_{2}=\frac{-M_{1}-\cdots-M_{q}}{T}-\frac{1}{T} \int_{0}^{T} e(t) d t$, then $c_{1}, c_{2} \in(a, b)$.
(H4) For $\widetilde{M}_{k}=\max \left\{\left|M_{k}\right|,\left|m_{k}\right|\right\}$ and $r_{2}=\inf \left\{s>0: f(s) \geq c_{2}\right\}$, it holds that

$$
r_{2}-2\left(\widetilde{M}_{1}+\cdots+\widetilde{M}_{q}\right)-\int_{0}^{T} e(t)+|e(t)| d t>0
$$

We define

$$
\begin{aligned}
X= & \left\{x:[0, T] \longrightarrow \mathbb{R} \mid x(0)=x(T), x \text { continuous except at } t_{k},\right. \\
& \left.\quad \text { here exist } x\left(t_{k}^{-}\right), x\left(t_{k}^{+}\right) \text {and } x\left(t_{k}\right)=x\left(t_{k}^{-}\right)\right\} ; \\
\|x\|= & \sup \{|x(t)|: t \in[0, T]\} \\
Y= & X \times \mathbb{R}^{q} ; \\
L x= & \left(g_{1}, \Delta x\left(t_{1}\right), \cdots, \Delta x\left(t_{q}\right)\right), \text { with } g_{1}(t)=x^{\prime}(t) ; \\
N x= & \left(g_{2}, I_{1}\left(x\left(t_{1}\right)\right), \cdots, I_{q}\left(x\left(t_{q}\right)\right)\right), \text { with } g_{2}(t)=f(x(t))+e(t) .
\end{aligned}
$$

Lemma 6. Suppose that hypotheses (H1)-(H4) are satisfied. Then there exist two positive constants $A_{1}$ and $A_{2}$ such that $A_{2} \leq x(t) \leq A_{1}$ for all $t \in[0, T]$, and for $x$ any solution of the equation $L x=\lambda N x, \lambda \in(0,1]$. The constants $A_{1}$ and $A_{2}$ are independent of $\lambda$.

Proof. Let $x \in X$ with $\min \{x(t): t \in[0, T]\}>0$ such that there exists $\lambda \in(0,1)$ with

$$
\left\{\begin{array}{l}
x^{\prime}(t)=\lambda f(x(t))+\lambda e(t), t \in[0, T], t \neq t_{k} \\
\Delta x\left(t_{k}\right)=\lambda I_{k}\left(x\left(t_{k}\right)\right), k \in\{1, \ldots, q\} .
\end{array}\right.
$$

Integrating over $[0, T]$ we obtain

$$
\int_{0}^{T} x^{\prime}(t) d t=\lambda \int_{0}^{T} f(x(t)) d t+\lambda \int_{0}^{T} e(t) d t
$$

The first integral is equal to

$$
\int_{0}^{T} x^{\prime}(t) d t=\sum_{k=1}^{q+1} \int_{t_{k-1}^{+}}^{t_{k}^{-}} x^{\prime}(t) d t=-x(0)-\sum_{k=1}^{q}\left(x\left(t_{k}^{+}\right)-x\left(t_{k}^{-}\right)\right)+x(T)=-\lambda \sum_{k=1}^{q} I_{k}\left(x\left(t_{k}\right)\right) .
$$

We can deduce

$$
\left(m_{1}+\cdots+m_{q}\right)+\int_{0}^{T} e(t) d t \leq \int_{0}^{T}-f(x(t)) d t \leq\left(M_{1}+\ldots+M_{q}\right)+\int_{0}^{T} e(t) d t .
$$

by using hypothesis (H2). We obtain that there exist $\xi, \eta \in[0, T] \backslash\left\{t_{1}, \ldots, t_{q}\right\}$ such that

$$
-T f(x(\xi)) \leq\left(M_{1}+\cdots+M_{q}\right)+\int_{0}^{T} e(t) d t, \quad-T f(x(\eta)) \geq\left(m_{1}+\cdots+m_{q}\right)+\int_{0}^{T} e(t) d t
$$

by using the mean value theorem for definite integrals. Then $f(x(\xi)) \geq c_{2}$ and $f(x(\eta)) \leq c_{1}$, so there exist $r_{1}, r_{2}>0$ such that $x(\xi) \geq r_{2}$ and $x(\eta) \leq r_{1}\left(r_{2}\right.$ as defined by (H4) and $r_{1}$ analogously). It can be checked that

$$
x(t) \leq r_{1}+\left(\widetilde{M}_{1}+\cdots+\widetilde{M}_{q}\right)+\int_{0}^{T}\left|x^{\prime}(u)\right| d u, \quad x(t) \geq r_{2}-\left(\widetilde{M}_{1}+\cdots+\widetilde{M}_{q}\right)-\int_{0}^{T}\left|x^{\prime}(u)\right| d u
$$

Furthermore,

$$
\int_{0}^{T}\left|x^{\prime}(t)\right| d t \leq \widetilde{M}_{1}+\cdots+\widetilde{M}_{q}+\int_{0}^{T} e(t) d t+\int_{0}^{T}|e(t)| d t
$$

This implies that

$$
A_{2}:=r_{2}-2 \sum_{k=1}^{q} \widetilde{M}_{k}-\int_{0}^{T} e(t)+|e(t)| d t \leq x(t) \leq A_{1}:=r_{1}+2 \sum_{k=1}^{q} \widetilde{M}_{k}+\int_{0}^{T} e(t)+|e(t)| d t
$$

and $A_{2}>0$ by hypothesis $(\mathrm{H} 4)$. Therefore the lemma is proved.
Theorem 7. Suppose that hypotheses (H1)-(H4) are satisfied. Then problem (3.3) has at least one solution.

Proof. We define

$$
\Omega=\left\{x \in X: \min \{x(t): t \in[0, T]\}>A_{2}-\sigma_{2}, A_{2}-\sigma_{2}<\|x\|<A_{1}+\sigma_{1}\right\},
$$

with $0<\sigma_{2}<A_{2}$ and $\sigma_{1}>0$ two constants. The set $\Omega$ is bounded and open, $Q N(\bar{\Omega})$ is bounded and $\left(K_{P}(I-Q) N\right)(\bar{\Omega})$ is relatively compact. Furthermore, for each $\lambda \in(0,1)$

$$
L x=\lambda N x \Longrightarrow A_{2} \leq x(t) \leq A_{1} \quad \forall t \in[0, T] \Longrightarrow x \notin \partial \Omega .
$$

Define $J:(b, 0, \ldots, 0) \in \operatorname{Im}(Q) \longrightarrow b \in \operatorname{ker}(L)$ an isomorphism. We must prove that $Q N x \neq 0$ for every $x \in \partial \Omega \cap \operatorname{ker}(L)$ and $\operatorname{deg}(J Q N, \Omega \cap \operatorname{ker}(L), 0)$ is not equal to 0 .

Let $x \in \operatorname{ker}(L)$ with $Q N x=0$. We must check that $x \notin \partial \Omega$.

$$
\begin{aligned}
& Q N x=0 \Longrightarrow \frac{1}{T} \int_{0}^{T}[f(x(t))+e(t)] d t+\frac{1}{T} \sum_{k=1}^{q} I_{k}\left(x\left(t_{k}\right)\right)=0, \\
& x \in \operatorname{ker}(L) \Longrightarrow x \text { constant } \Longrightarrow x(t)=x(0) \quad \forall t \in[0, T] .
\end{aligned}
$$

We obtain from the previous equations that

$$
-f(x(0))=\frac{1}{T} \int_{0}^{T} e(t) d t+\frac{1}{T} \sum_{k=1}^{q} I_{k}(x(0))
$$

This implies that $c_{2} \leq f(x(0)) \leq c_{1}$ by hypothesis (H3). Then we can conclude the following: $A_{2}-\sigma_{2}<A_{2} \leq r_{2} \leq x(t) \leq r_{1} \leq A_{1}<A_{1}+\sigma_{1}$, which implies that $x \notin \partial \Omega$.

We identify $\operatorname{ker}(L) \cap \Omega$ with the interval $\left(A_{2}-\sigma_{2}, A_{1}+\sigma_{1}\right)$ of $\mathbb{R}$. Then the degree of JQN in $\Omega \cap \operatorname{ker}(L)$ with respect to 0 is $\operatorname{deg}(\varphi,(p, q), 0)$, where $(p, q)=\left(A_{2}-\sigma_{2}, A_{1}+\sigma_{1}\right)$ and the function $\varphi:[p, q] \longrightarrow \mathbb{R}$ is given by

$$
\varphi(x)=f(x)+\frac{1}{T} \int_{0}^{T} e(t) d t+\frac{1}{T} \sum_{k=1}^{q} I_{k}(x)
$$

It can be proved that $\varphi(p)<0<\varphi(q)$. Then $\operatorname{deg}(\varphi,(p, q), 0) \neq 0$ using properties of the Brouwer's degree. Therefore we can use Theorem 5, so there exists $x \in D(L) \cap \bar{\Omega}$ such that $L x=N x$, which implies that the impulsive boundary value problem (3.3) has one positive $T$-periodic solution.

## §4. A second order problem

In this section we study the following second order differential equation

$$
\begin{equation*}
x^{\prime \prime}(t)+g(x(t))=p\left(t, x(t), x^{\prime}(t)\right) \tag{4.1}
\end{equation*}
$$

with $g: \mathbb{R} \longrightarrow \mathbb{R}$ continuous and $p: \mathbb{R}^{3} \longrightarrow \mathbb{R}$ bounded, continuous and $T$-periodic on the first variable. We consider state-dependent impulses

$$
\begin{align*}
& x\left(t^{+}\right)=x(t)+I_{i}\left(x(t), x^{\prime}(t)\right) \\
& x^{\prime}\left(t^{+}\right)=x(t)+J_{i}\left(x(t), x^{\prime}(t)\right) \tag{4.2}
\end{align*}
$$

when $t=\gamma_{i}\left(x(t), x^{\prime}(t)\right), i \in\{1, \ldots, q\}$. Here $I_{i}, J_{i}, \gamma_{i} \in \mathcal{C}\left(\mathbb{R}^{2}, \mathbb{R}\right)$. For simplicity we consider $q=1$.

There are few existence results for periodic problems with state-dependent impulses, some examples include $[2,4,10,11]$.

In order to prove the existence of periodic solutions, the idea is to reduce (4.1)-(4.2) to a first order planar system and to consider the map $P$ defined in Lemma 4. Then a $T$-periodic solution would be a fixed point of $P$.

The first idea was to use Poincaré-Birkhoff fixed point theorem, which states that every area-preserving, orientation-preserving homeomorphism of an annulus that rotates the boundaries in opposite directions has at least two fixed points. There are some extensions of this result. It has been applied to second-order problems and to second order problems with impulses at fixed times (see $[3,6,9]$ ). We were not able to apply it to our problem other than in some trivial cases.

Consider the following simplification of a partial extension stated in [9]:
Theorem 8. Let $\Gamma_{-}$and $\Gamma_{+}$be two closed and convex curves surrounding the origin, int $\left(\Gamma_{+}\right)$ the interior of $\Gamma_{+}$in the sense of Jordan curve theorem, $\mathcal{A}$ the annulus bounded by $\Gamma_{-}$and $\Gamma_{+}$ and $F: \overline{\operatorname{int}\left(\Gamma_{+}\right)} \longrightarrow \mathbb{R}^{2}$ a continuous map. We denote

$$
E=\{z \in \mathcal{A}:|F(z)| \leq|z|\},
$$

with $U(O)$ a neighborhood of the origin and $L$ a real orthogonal matrix with $\operatorname{det}(L)=1$.
If $\gamma:[a, b] \longrightarrow \mathbb{R}^{2}$ is a curve connecting $\Gamma_{-}$and $\Gamma_{+}$and $\gamma([a, b]) \cap(J \cup E)$ is nonempty, then $F$ has at least one fixed point.

The proof of this result is based on Brouwer's degree and some of its properties. We apply this result to our problem. First, we define a very important family of maps from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$, which will be fundamental in the proof of our result.

Definition 3. Let $F: \mathbb{R}^{2} \longrightarrow \mathbb{R}^{2}$ be a continuous map. We say that the map $F$ has the property of partial boundedness if there is a bounded set $D \subset \mathbb{R}^{2}$, a convex cone and a curve $\Gamma: \lambda \in[0, \infty) \longrightarrow(x(\lambda), y(\lambda)) \in \mathbb{R}^{2}$, contained in the cone, such that

$$
\lim _{\lambda \rightarrow \infty}(|x(\lambda)|+|y(\lambda)|)=+\infty \quad \text { and } \quad(F \circ \Gamma)([0, \infty)) \subset D
$$

The associated first-order planar system of (4.1) is

$$
\begin{align*}
& x^{\prime}=y \\
& y^{\prime}=-g(x)+p(t, x, y) \tag{4.3}
\end{align*}
$$

This system has been widely studied. Suppose that $g$ and $p$ are locally Lipschitz and

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} g(x)=+\infty ; \lim _{x \rightarrow-\infty} g(x)=-\infty \tag{0}
\end{equation*}
$$

Consider the autonomous differential equation $x^{\prime \prime}+g(x)=0$ and define

$$
G(x)=\int_{0}^{x} g(s) d s
$$

We have that $G$ is bounded from below, has an absolute minimum and $G(x)$ goes to $\infty$ as $|x| \longrightarrow \infty$.

It can be checked that if $\zeta>0$ is large enough and $x(0)=\zeta, y(0)=0$, then the solutions are periodic and the least period of this solution, $\tau(\zeta)$, is given by the expression

$$
\tau(\zeta)=\sqrt{2} \int_{h(\zeta)}^{\zeta} \frac{1}{\sqrt{c-G(y)}} d y
$$

where $h(\zeta)$ is a negative number such that $G(h(\zeta))=G(\zeta)$ and $c=G(\zeta)$. Assume the following hypothesis:

$$
\begin{equation*}
\lim _{\zeta \rightarrow+\infty} \tau(\zeta)=0 \tag{0}
\end{equation*}
$$

We can use polar coordinates on (4.3) for sufficiently large $r$, so

$$
\left\{\begin{array}{l}
\theta^{\prime}=-\sin ^{2} \theta-\frac{(g(r \cos \theta)-p(t, r \cos \theta, r \sin \theta)) \cos \theta}{r}  \tag{4.4}\\
r^{\prime}=r \cos \theta \sin \theta-(g(r \cos \theta)-p(t, r \cos \theta, r \sin \theta)) \sin \theta
\end{array}\right.
$$

Given an initial condition $\left(r_{0}, \theta_{0}\right)$, with $r_{0}$ sufficiently large, let $\left(r\left(t ; r_{0}, \theta_{0}\right), \theta\left(t ; r_{0}, \theta_{0}\right)\right)$ be the solution of (4.4) verifying the initial condition $\left(r_{0}, \theta_{0}\right)$ at time $t=0$.

The proof of the following lemma is a consequence of results that can be found on [3].
Lemma 9. Suppose ( $g_{0}$ ) is satisfied. Then there exists $d>0$ sufficiently large such that

$$
r_{0}>d \Longrightarrow \frac{d}{d t} \theta\left(t ; r_{0}, \theta_{0}\right)<0 \quad \forall \theta_{0} \in \mathbb{R} .
$$

Furthermore, there exists a continuous and non-decreasing function $\beta$ from $[d, \infty)$ to $(0, \infty)$ such that

$$
r_{0}>d \Longrightarrow \frac{d}{d t} \theta\left(t ; r_{0}, \theta_{0}\right) \geq-\beta\left(r_{0}\right) \quad \forall \theta \in \mathbb{R} .
$$

Define $n_{*}(r, t)$ and $n^{*}(r, t)$ as the two non-negative integers such that for any solution of (4.3) with initial values $\sqrt{x(0)^{2}+y(0)^{2}}=r$, the solution makes at least $n_{*}(r, t)$ and at most $n^{*}(r, t)$ turns around the origin on the interval $[0, t]$.

Lemma 10. Let $t \in(0, T]$. If $\left(g_{0}\right)$ and $\left(\tau_{0}\right)$ are satisfied, then

$$
\lim _{r \rightarrow \infty} n_{*}(r, t)=+\infty .
$$

Lemma 11. Suppose $\left(g_{0}\right)$ and $\left(\tau_{0}\right)$ are satisfied and $t \in(0, T]$. Then

$$
\forall N \in \mathbb{N}, \exists \rho>0: r_{0}>\rho \Longrightarrow \theta\left(t ; r_{0}, \theta_{0}\right)-\theta_{0}<-2 N \pi \quad \forall \theta_{0} \in \mathbb{R} .
$$

Next, we state and prove the existence of $T$-periodic solutions for problem (4.1)-(4.2).
Theorem 12. Suppose $\left(g_{0}\right),\left(\tau_{0}\right)$ and the six hypotheses in Section 2 are satisfied and let

$$
\phi:(x, y) \in \mathbb{R}^{2} \longrightarrow\left(x+I_{1}(x, y), y+J_{1}(x, y)\right) \in \mathbb{R}^{2}
$$

If $\phi$ has the property of partial boundedness, then $P$ has at least one fixed point, that is, there exists at least one $T$-periodic solution of

$$
\begin{array}{ll}
x^{\prime \prime}(t)+g(x(t))=p\left(t, x(t), x^{\prime}(t)\right), & t \neq \gamma\left(x(t), x^{\prime}(t)\right) ; \\
x\left(t^{+}\right)=x(t)+I_{1}\left(x(t), x^{\prime}(t)\right), & t=\gamma\left(x(t), x^{\prime}(t)\right) ;  \tag{4.5}\\
x^{\prime}\left(t^{+}\right)=x(t)+J_{1}\left(x(t), x^{\prime}(t)\right), & t=\gamma\left(x(t), x^{\prime}(t)\right) .
\end{array}
$$

Proof. There exist $D$ a compact subset $\mathbb{R}^{2}$, a convex cone and a curve $\Gamma$ starting at the origin, $\Gamma: \lambda \in[0, \infty) \longrightarrow(x(\lambda), y(\lambda)) \in \mathbb{R}^{2}$ contained in the cone such that

$$
\lim _{\lambda \rightarrow \infty}(|x(\lambda)|+|y(\lambda)|)=+\infty \quad \text { and } \quad(\phi \circ \Gamma)([0, \infty)) \subset D .
$$

The function $f_{5}$ as defined in the proof of Lemma 4 is also continuous. There exists $M_{D}>0$ such that $\left|f_{5}(t, x)\right| \leq M_{D}$ for all $(t, x) \in\left[\gamma_{-}, \gamma_{+}\right] \times D$.

Take $R_{1}$ and $R_{2}$ sufficiently large with $R_{2}>R_{1}>M_{D}$ and satisfying

$$
\theta\left(\gamma_{+} ; \theta_{0}, R_{1}\right)-\theta\left(0 ; \theta_{0}, R_{1}\right)>-a, \quad \theta\left(\gamma_{-} ; \theta_{0}, R_{2}\right)-\theta\left(0 ; \theta_{0}, R_{2}\right)<-a-4 \pi .
$$

for some $a>0$. We can restrict ourselves to $\theta \in[0,2 \pi]$. Then we have that

$$
\begin{equation*}
\theta\left(t_{\left(\theta_{0}, R_{2}\right)} ; \theta_{0}, R_{2}\right)-\theta\left(t_{\left(\theta_{1}, R_{1}\right)} ; \theta_{1}, R_{1}\right)<-2 \pi \tag{4.6}
\end{equation*}
$$

for $\theta_{0}, \theta_{1} \in[0,2 \pi)$, with $t_{\left(\theta_{i}, R_{j}\right)}$ the unique impulsive point given by Lemma 2. Take the curves $C_{i}=\left\{z \in \mathbb{R}^{2}:|z|=R_{i}\right\}, i \in\{1,2\}$. In order to use Theorem 8 , let $\beta: I \subset \mathbb{R} \longrightarrow \mathbb{R}^{2}$ a curve connecting $C_{1}$ and $C_{2}$, with $z_{1}$ and $z_{2}$ its initial and final points. The associated curve $\tilde{\beta}(t)=\left(P_{2} \circ f_{3} \circ f_{2} \circ f_{1} \circ \beta\right)(t)$ makes at least one turn around the origin because of (4.6), where $P_{2}:[0, T] \times \mathbb{R}^{2} \longrightarrow \mathbb{R}^{2}$ denotes the projection. So the curves $\tilde{\beta}$ and $\Gamma$ intersect at least in one point. Let $z$ be that point. Then $\phi(z) \in D$ and furthermore $|P(z)| \leq M_{D}<|z|$. This implies that the map $P$ satisfies the hypotheses of Theorem 8 , so $P: \mathbb{R}^{2} \longrightarrow \mathbb{R}^{2}$ has at least one fixed point, which implies that there exists a $T$-periodic solution of (4.5).
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