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#### Abstract

In order to increase the efficiency in the numerical integration of orbital problems it is need, firstly, the formulation of the problem in the adequate set of variables. It has been revealed that the formulation in regularized projective variables referred to the ideal frame is very adequate. The difficulty of this formulation is based on the existence of constrains, which, traditionally, have been used as control for the progress of the numerical calculations. In the other side, and, particularly, when a long time propagation is need, it must be exigible the use of numerical methods that supply the solution showing a qualitative behaviour as close as possible to the exact solution; this behaviour can be realized by means of backward error analysis. It is checked that the partitioned symplectic integrators, particularly, the Lobatto IIIA-IIIB, are well adapted to the propagation of differential problems with constrains, because they preserve some integrals of motion as well as the constrains. The use of the propagators and the formulation just mentioned allows us to advance one more step in the long time propagation orbits.
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## §1. Introduction

Years ago we started our work on orbital problems with the aim of obtaining a good numerical propagation of such problems. This goes through the formulation of the problems in an adequate set of variables that allows us not only its analytical study, but a good numerical propagation. We found [10], for instance, that the formulation in projective regularized variables referred to the ideal frame of Hansen come to an improvement of the solution in at least two digits when a numerical propagation is performed, whatever be the numerical procedure used. Some difficulty appears when this formulation is used, because the ideal frame is defined from initial system of reference by means of quaternions and for the transformation from cartesian coordinates to another with quaternions be univocally defined, it is need that the quaternions verify some constraints. Usually, this type of restrictions have been used to control the progress in the numerical propagation of the solutions to the problem.

In the other side, this projective variables with quaternions do not form a canonical systems of variables. The advantage of the use of canonical systems is well-known; from a numerical point of view, it rest on the fact that with them one can use the so called geometric numerical
propagators, which exhibit in their behaviour some characteristics of the differential system, as, for instance, the preservation of some invariants or integrals of the motion.

Currently, to propagate Hamiltonian problems, in particular, to long time periods, geometric methods are considered, it is to say, methods symmetric and symplectic. The construction of such methods as collocation methods is very interesting and their use shows advantages when two methods of this type are used together to form a partitioned one; for instance, the partitioned methods formed by a Lobatto IIIA and a Lobatto IIIB methods based on the same nodes. It has been proved [6] the symplecticity of this methods. This type of partitioned methods is specially adequate to be used with Hamitonian systems, because one can integrate the momenta with an element of the pair and coordinates with the other element. They are also interesting to propagate the solutions of problems with constraints [8].

The aim of this paper is to construct, following the technique proposed by Cid [3] and others, an extended system of five canonical variables including as coordinates the components of the quaternion defining the instantaneous rotation and the corresponding conjugate momenta. Next, we include the partitioned Runge-Kutta methods (PRK in short) and their use to propagate canonical problems with constraints; finally, we show some numerical results.

## §2. A canonical system

An election of coordinates [10] very adequate to describe the orbital problems is one that considers the coordinates ( $q_{1}, q_{2}, q_{3}, q_{4}, r$ ), where the first four are the components of a quaternion $\mathbf{q}=\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$ and the last one is the radial distance. The quaternion $\mathbf{q}$ allows to define the instantaneous rotation of the initial coordinates system to the Hansen ideal frame, which main plane of reference coincides with the instantaneous orbital plane. As the position of a point in the orbit is defined in this way by the radial distance and a rotation, i. e., an angle, we can call them projective coordinates. A later regularization and the consideration of the reciprocal of the distance as new variable, $\rho=1 / r$, allows us to write the equations of motion as the ones of a perturbed harmonic oscillator.

Nevertheless, the mentioned variables do not permit to describe the motion in a canonical form. With the purpose of be able of applying geometric numerical integrators to propagate the orbits, we construct a canonical extension of that set of variables. Transformations of variables of this type, that enlarge in one or two the number of canonical variables, have been frequently considered by several authors (Broucke [1], Cid and SanSaturio [3], Ferrándiz and SanSaturio [4], Ferrer [5], among others).

The process of construction of the new transformation can be planning in the following way. Let ( $x_{1}, x_{2}, x_{3}$ ) be the cartesian coordinates in an initial system of reference. We consider a new system of variables $\mathbf{Q}=\left(q_{1}, q_{2}, q_{3}, q_{4}, r\right)$, composed by the four coordinates of the quaternion that allows to define the instantaneous rotation of the initial reference system to the new one (for instance, the ideal frame of Hansen) and the radial distance. This transformation can be defined [1] by means of the following equations:

$$
\begin{align*}
& x_{1}=r\left(q_{1}^{2}-q_{2}^{2}-q_{3}^{2}+q_{4}^{2}\right) \\
& x_{2}=2 r\left(-q_{1} q_{2}+q_{3} q_{4}\right)  \tag{1}\\
& x_{3}=2 r\left(q_{1} q_{3}+q_{2} q_{4}\right) .
\end{align*}
$$

Nevertheless, this transformation is univocally defined only in the case that the coordinates $q_{j}$ fulfill the following constraints:

$$
\begin{align*}
& x_{4}=q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}, \\
& x_{5}=\frac{q_{1} q_{3}-q_{2} q_{4}}{q_{1} q_{4}+q_{2} q_{3}}, \tag{2}
\end{align*}
$$

where $x_{4}$ and $x_{5}$ must be constants, in particular, $x_{4}=1$.
Now, one canonical extension of the transformation of variables $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)$ to the variables $\mathbf{Q}$ can be performed, defining the new momenta $\mathbf{P}=\left(P_{1}, P_{2}, P_{3}, P_{4}, P_{5}\right)$ by means of the following matricial equation

$$
\begin{equation*}
\mathbf{X}=M \mathbf{P}, \quad M=\left(A^{T}\right)^{-1}, \quad A=\frac{\partial \mathbf{x}}{\partial \mathbf{Q}} \tag{3}
\end{equation*}
$$

proposed by Ferrándiz and Sansaturio [4] and already used by Ferrer [5], where $\mathbf{X}=\left(X_{1}, X_{2}, X_{3}\right.$, $X_{4}, X_{5}$ ) are the old momenta.

Nevertheless, some of the expressions obtained for the momenta are no very simple, due to the complicated expression of the elements of the matrix $M$, for what we have performed the mentioned transformation using the steps proposed by Cid [3].

The equations of the transformation proposed by Cid [3], equivalent to the (3), are

$$
\begin{equation*}
\mathbf{P}=J \mathbf{X}, \quad J=\left(\frac{\partial \mathbf{x}}{\partial \mathbf{Q}}\right)^{T} \tag{4}
\end{equation*}
$$

where only the first three components of vectors $\mathbf{x}, \mathbf{X}$ are considered. These equations define a invertible system, if some restrictions are accomplished, which solution we have obtained after a long process of Gaussian elimination with the help of a symbolic manipulator, resulting

$$
\begin{align*}
& X_{1}=\frac{\left(-q_{1} q_{3}+q_{2} q_{4}\right) P_{3}-\left(q_{1} q_{2}+q_{3} q_{4}\right) P_{2}+\left(q_{1}^{2}+q_{4}^{2}\right) P_{1}}{2 r q_{1}} \\
& X_{2}=\frac{\left(q_{2} q_{3}+q_{1} q_{4}\right) P_{3}+\left(-q_{1} q_{2}+q_{3} q_{4}\right) P_{2}-\left(q_{1}^{2}+q_{3}^{2}\right) P_{1}}{2 r q_{1}}  \tag{5}\\
& X_{3}=\frac{\left(-q_{2} q_{3}+q_{1} q_{4}\right) P_{3}+\left(q_{1} q_{3}+q_{2} q_{4}\right) P_{2}+\left(q_{1}^{2}+q_{2}^{2}\right) P_{1}}{2 r q_{1}}
\end{align*}
$$

being the constraints the following

$$
\begin{align*}
& X_{4}=P_{4} q_{1}-P_{3} q_{2}+P_{2} q_{3}-P_{1} q_{4}=0 \\
& X_{5}=P_{1} q_{1}+P_{2} q_{2}+P_{3} q_{3}+P_{4} q_{4}-2 P_{5} r=0 \tag{6}
\end{align*}
$$

Note that the above expressions (5) of the old momenta as function of the new coordinates and new momenta result relatively simple and, besides, the constraints (6) coincide with that obtained by Ferrer [5].

The new Hamiltonian for the non perturbed Keplerian problem is obtained by substituting the expressions of the old coordinates and momenta in the following expression

$$
H=\frac{1}{2}\left(X_{1}^{2}+X_{2}^{2}+X_{3}^{2}\right)+\frac{\mu}{r},
$$

resulting

$$
H=H(\mathbf{P}, \mathbf{Q})=\frac{1}{8} \frac{\left(P_{1}^{2}+P_{2}^{2}+P_{3}^{2}\right) q_{1}^{2}+\left(P_{3} q_{2}-P_{2} q_{3}+P_{1} q_{4}\right)^{2}}{8 q_{1}^{2}\left(q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}\right) r^{2}}+\frac{\mu}{r}
$$

The equations of motion for the Keplerian problem will not be the classical

$$
\dot{\mathbf{P}}=-H_{\mathbf{Q}}, \quad \dot{\mathbf{Q}}=H_{\mathbf{P}},
$$

where $H_{\mathbf{Q}}$ and $H_{\mathbf{P}}$ denote the column vectors of partial derivatives, because of the existence of the constraints, but they must be formulated in the following form:

$$
\begin{align*}
& \dot{\mathbf{P}}=-H_{\mathbf{Q}}-\mathbf{g}_{\mathbf{Q}}(\mathbf{Q}) \lambda, \\
& \dot{\mathbf{Q}}=H_{\mathbf{P}},  \tag{7}\\
& \mathbf{g}(\mathbf{Q})=0,
\end{align*}
$$

where the function $g(\mathbf{Q})$ has as components the constraints among the coordinates $\mathbf{Q}$. In our case, there are two of them and vector $\lambda$ belong to $\mathbb{R}^{2}$; it can be obtained differentiating twice the constraint in (7) with respect to time

$$
\begin{align*}
& \mathbf{g}^{\prime}(\mathbf{Q}) H_{\mathbf{P}}=0 \\
& \frac{\partial}{\partial q}\left(\mathbf{g}^{\prime}(\mathbf{Q}) H_{\mathbf{P}}\right) H_{\mathbf{P}}-\mathbf{g}^{\prime}(\mathbf{Q}) H_{\mathbf{P P}}\left(H_{\mathbf{Q}}+\mathbf{g}^{\prime}(\mathbf{Q})^{T} \lambda\right)=0 \tag{8}
\end{align*}
$$

Hence, if the matrix

$$
\mathbf{g}^{\prime}(\mathbf{Q}) H_{\mathbf{P P}} \mathbf{g}^{\prime}(\mathbf{Q})^{T}
$$

is regular, vector $\lambda$ can be obtained from equation (8) as a function $\lambda=\lambda(\mathbf{P}, \mathbf{Q})$.
Inserting this result into (7) gives a differential equation for $(\mathbf{P}, \mathbf{Q})$ on the manifold

$$
\begin{equation*}
\mathcal{M}=\left\{(\mathbf{P}, \mathbf{Q}) \mid \mathbf{g}(\mathbf{Q})=0, \quad \mathbf{g}^{\prime}(\mathbf{Q}) H_{\mathbf{P}}=0\right\} \tag{9}
\end{equation*}
$$

which is reversible if $H(-\mathbf{P}, \mathbf{Q})=H(\mathbf{P}, \mathbf{Q})$, what is verified in our case.
It can be proved [6] that the flow of the system (7) is a symplectic transformation on $\mathcal{M}$.

## §3. Lobatto IIIA-IIIB for constrained canonical systems

Classical techniques to solve numerically the above algebraic-differential equations, as the index reduction, are not very adequate, because index reduction is not compatible with symplectic integration. Different extensions of symplectic method to Hamiltonian system with constraints have been proposed; basically, they integrate momenta and coordinates and then make an adequate projection on the manifold $\mathcal{M}$. High order symplectic integrator can be obtained, in another way, by the use of partitioned Runge-Kutta methods as suggested by Jay [8], which proposes the use of a pair of Lobatto IIIA-IIIB method to integrate these problems.

Lobatto IIIA-IIIB methods, as partitioned Runge-Kutta, can be formulated as

$$
q_{1}=q_{0}+h \sum_{i=1}^{s} b_{i} k_{i}, \quad p_{1}=p_{0}+h \sum_{i=1}^{s} \hat{b}_{i} l_{i}
$$

where

$$
k_{i}=H_{\mathbf{P}}\left(P_{i}, Q_{i}\right), \quad l_{i}=-H_{\mathbf{Q}}-\mathbf{g}_{\mathbf{Q}}(\mathbf{Q}) \lambda,
$$

and the internal stages are given by

$$
Q_{i}=q_{0}+h \sum_{j=1}^{s} a_{i j} k_{j}, \quad P_{i}=p_{0}+h \sum_{j=1}^{s} \hat{a}_{i j} l_{j}
$$

These methods are symplectic, because they satisfy the following conditions of symplecticity

$$
\begin{aligned}
& b_{i}=\hat{b}_{i}, \quad \text { for } i=1, \ldots, 2, \text { and } \\
& b_{i} \hat{a}_{i j}+\hat{b}_{j} a_{j i}-b_{i} \hat{b}_{j}=0, \text { for } i, j=1, \ldots, s .
\end{aligned}
$$

The Lobatto IIIA methods of $s$ stages are collocation methods with nodes $c_{i}, i=1, \ldots, s$, equal to the zeros of polynomial

$$
\frac{d^{s-2}}{d x^{s-2}}\left(x^{s-1}(x-1)^{s-1}\right)
$$

and are equivalent to $s$-stage Runge-Kutta methods with coefficients determined by the following conditions:

$$
\begin{aligned}
& C(s): \sum_{j=1}^{s} a_{i j} c_{j}^{k-1}=\frac{c_{i}^{k}}{k}, \quad k=1, \ldots, s, \forall i \\
& B(s): \sum_{j=1}^{s} b_{i} c_{i}^{k-1}=\frac{1}{k}, \quad k=1, \ldots, s
\end{aligned}
$$

Lobatto IIIB methods are discontinuous collocation methods, based on the same nodes that Lobatto IIIA, and are equivalent to $s$-stage Runge-Kutta methods with coefficients determined by the following conditions:

$$
\begin{aligned}
& c_{1}=0, \quad c_{s}=1, \quad a_{i 1}=b_{1}, \quad a_{i s}=0, \text { for } i=1, \ldots, s \\
& C(s-2) \text { and } B(s-2) \\
& \text { and } \quad C(s) \text { and } B(s)
\end{aligned}
$$

In this way, solving the corresponding equations with the help of an algebraic manipulator, we have obtained, among others, the following Lobatto IIIA-IIIB pair with $s=5$ stages.


## §4. Numerical results

Special attention must be paid to the starting process because the methods we are considering are implicit and at each step a system of implicit equations must be solved. The most simple method used [6] is the functional iteration, but several starting method improving it have been proposed. For instance, Laburta [9, 2] construct much more accurate starting approximation with the aid of a few additional function evaluations for the Gauss method. Very recently Higueras and Roldan [7] have proposed an starting algorithm for the Lobatto IIIA-IIIB methods that we have been no possibility to use.

Remark that the first row of the Butcher's matrix of coefficients of Lobatto IIIA and the last column of the Lobatto IIIB are vectors of zeros. This fact must be taken into account when the methods are implemented in order to reduce the number of evaluations of functions.

We have implemented the Lobatto IIIA-IIIB (LAB in short) method of $s$ stages and order $p=2 s-2=8$ with several values of $s$, taking into account the previous considerations on the number of function evaluations and considering an adaptation of the starting algorithm of Laburta [9], for the Kepler's problem with eccentricity $e=0.6$.

We have compared method LAB of $s=4,5$ stages with the methods Runge-Kutta-Gauss (Gs in short) of $s=2,4,6$ stages. In table 4 , we can see that the number of function evaluations for method LAB of $s$ stages is between the Gauss methods of $s-1$ and $s$, respectively, but methods LAB4 and LAB5 are closer to G2 and G4 than to G4 and G6, respectively.

|  | h | Num. steps | N. eval. func. |
| :---: | :---: | :---: | :---: |
| G2 | 0.10 | 62 | 627 |
| LAB4 | 0.10 | 62 | 733 |
| G4 | 0.10 | 62 | 883 |
| LAB5 | 0.10 | 62 | 947 |
| G6 | 0.10 | 62 | 1059 |

Table 1: Number of function evaluations after two revolutions
In figure 4, we can see the error in energy after 200 revolutions for stepsizes $h=0.5,0.1,0.05$, $0.01,0.005$ and methods Runge-Kutta-Gauss of $s=2,4$ stages and Lobatto IIIA-IIIB of $s=4$ stages. We can see that error for LAB4 is between that for G2 and G4, which corresponds with the fact that the order of Gauss methods is $p=2 s$ while is $p=2 s-2$ for LAB. Note that error of LAB4 is closer to G4 when the stepsize decreases.


Figure 1: Gauss $\mathrm{s}=2$, LIIIA-IIIB $\mathrm{s}=4$, Gauss $\mathrm{s}=4$ (top to bottom). Energy error after two hundred revolutions

In figure 4, we can see the relative error in radial distance after 200 revolutions for stepsizes $h=0.5,0.1,0.05,0.01,0.005$ and methods Runge-Kutta-Gauss of $s=2,4$ stages and Lobatto IIIA-IIIB of $s=4$ stages. We can observe that the behaviour is quite similar to that observed in the energy error, once .

## §5. Conclusions

A set of redundant canonical variables including the components of the quaternion defining instantaneous rotations to the ideal frame of reference has been constructed for orbital problems. The equations of motion have been formulated as the canonical equations with constraints. To solve numerically this equations, i. e., for the numerical propagation of the orbits, partitioned Runge-Kutta methods of Lobatto IIIA-IIIB has been considered. Application to the Kepler problem has been performed. First results enlarge the field of methods to attack the problem of propagation of orbits in redundant systems of variables.


Figure 2: Gauss $s=2$, LIIIA-IIIB $s=4$, Gauss $s=4$ (top to bottom). Distance relative error after two hundred revolutions

## Acknowledgements

This work has been supported in part by Project \#BFM2003-02137 of Spanish Ministerio de Ciencia y Tecnología.

## References

[1] Broucke, R.; Lass, H. and Ananda, M. Redundant variables in celestial mechanics. Astron. \& Astrophys., 13 (1971), 390-398.
[2] Calvo, M.; Laburta, M. P.; Montijano, J. I. Starting algorithms for Gauss Runge-Kutta methods for Hamiltonian systems. Numerical methods in physics, chemistry, and engineering. Comput. Math. Appl. 45 (2003), no. 1-3, 401-410.
[3] Cid, R. and Sansaturio, M. E. Motion of rigid bodies in a set of redundant variables. Cel. Mech. 42 (1988), 263-277
[4] Ferrándiz, J. M. and Sansaturio, M. E. Extended canonical transformations with redundant variables: Hamiltonian and Lagrangian formulations and degeneration. ZAMP 42 (1994), 458-477
[5] Ferrer, S. and Pérez, J. M. Extensiones canónicas y sistemas de variables redundantes. In Métodos de dinámica orbital y rotacional, S. Ferrer, T. López Moratalla and A. Vigueras, Eds., Murcia, 2001, pg. 31-38.
[6] Hairer, E.; Lubich, C. and WANNER, G. Geometric Numerical Integration. Structure-preserving Algorithms for ODE. Springer-Verlag, Berlin, 2002.
[7] Higueras, I. and Roldán, T. Starting algorithms for PRK methods.(2003), £££-??? In Monogr. Real Acad. Ciencias Zaragoza. J. Palacián and P. Yanguas, Eds. Prensas Universitarias Zaragoza, Zaragoza, 2004. Pendiente de publicación.
[8] JAY, L. Symplectic partitioned Runge-Kutta methods for constrained Hamiltonian systems. SIAM J. Numer. Anal. 33, 368-387, 1996.
[9] Laburta, M. P. Construction of starting algorithms for the RK-Gauss methods. J. Comput. Appl. Math. 90 (1998), no. 2, 239-261.
[10] Palacios, M. and Calvo, C. Ideal frames and regularization in numerical orbit computation. J. Astronaut. Sci., vol. 44, num. 1, 63-77, 1996
[11] Palacios, M.: Problemas orbitales redudantes y métodos RK particionados. In Monogr. Real Acad. Ciencias Zaragoza. J. Palacián and P. Yanguas, Eds. Prensas Universitarias Zaragoza, Zaragoza, 2004. Pendiente de publicación.

Palacios, Manuel
Grupo de Mecánica Espacial - Dept. Matemática Aplicada
Universidad de Zaragoza
c/ María de Luna 3. 50018-Zaragoza
mpala@unizar.es

