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ANALYSING A BICRITERIA CLUSTERING

PROBLEM USING SOM

D. Lahoz, P. Mateo and F. Mallor

Abstract. In this work we consider a clustering problem, that is, grouping a large set of
elements described by a large set of non-negative variables into homogeneous categories
that are not predefined. The novelty is that besides the quantitative criterion to differenti-
ate variables, as usual, there is also a qualitative criterion, that takes into account whether
or not the variables take the value zero . This problem was presented and studied by
means of a certain family of parametric transformations of the data set and also by means
of Multiple Factor Analysis in [1]. In our work, we consider these parametric transforma-
tions of the data set and we use Self-Organizing Maps ([4]) as clustering technique. We
compare the results with those obtained in [1]. This problem came up when the managers
of a big telecommunications company wanted to know about the structure of their clients’
portfolio identifying different consumption profiles. The proposed methods have been
tested on artificial data sets with similar statistical properties to those found in the real
one.
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§1. Introduction

Clustering problems deal with grouping individuals or elements into homogeneous groups.
The basic statement is as follows, a set of items, with characteristics of interest described
by several variables, is available. Then, a Decision Maker wants to divide this set into a
certain number of subgroups that share similar characteristics. The clustering problem that
we address in this paper arose in a telecommunications company in which the managers
wanted to know more details about their clients’ portfolio. More specifically, they wanted to
study the habits in relation to the consumption of their services in order to obtain “customers’
profiles”.

Given that clustering problems play an important role in business, government, health,
industry, among others, much research effort has been devoted to develop efficient algorithms
(see a review of them in the Gordon’s book, [3]). The novelty of our clustering problem is
that the set of variables is simultaneously used to compare among the individuals in order
to define their affinity to be integrated into the same cluster under two different criteria, of
qualitative and quantitative nature. Since we have not found in the literature any analysis of
a similar problem, a methodology based on prior transformation of the data was used and
then followed, in one approach, by classical (statistical) clustering techniques and, in another
approach, by neural networks techniques.
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In [1] the authors presented the methodology and results obtained with the classical ap-
proach, being also compared with the results obtained with a methodology based in the Mul-
tiple Factor Analysis (MFA).

In this work, we address this clustering problem from the neural network point of view
and compare the results with those obtained with the classical approaches exposed in [1].

The paper is organised as follows, in section 2 the problem is established. In section 3,
a brief summary of the results obtained in [1] are related. Then, in section 4, the methodol-
ogy of neural networks that we have used is presented and the results obtained are showed.
Finally, the last section presents the conclusions and remarks.

§2. Problem statement and methodology

As we have said before, the problem came up when the managers of a big telecommunications
company wanted to identify the different consumption profiles of their clients. Thus, the
main objective of the study was to obtain the typology of the customers attending to their
consumption pattern.

The company provided us with a big set of customers described by a large set of quan-
titative variables. For each customeri, i = 1, . . . ,N, we knew his consumption levelXi j for
service j, j = 1, . . . ,J, during a certain period of time. For each clienti, the values ofXi j

constitute his complete consumption pattern.
The customer categories should be useful for identifying whether or not a client is a

consumer of a given product, so customers in the same cluster should coincide in the type of
products they consume. But it is also important to reflect their levels of consumption for the
different services.

When a standard clustering technique is used to cluster consumers based on their con-
sumption levels, only a quantitative criterion is applied. But, when customers are clustered
according to a binary table obtained from the original data, representing the consumption or
non-consumption of the services, only a qualitative criterion is applied. Neither of these so-
lutions is satisfactory, if the aim is to consider both criteria simultaneously. Therefore, it was
necessary to develop procedures to handle this clustering problem as a multicriteria one.

The simultaneous consideration of both criteria is handled in two different ways:

Prior transformation of data

This approach consists of transforming the original data using certain parametric family of
functions. We have two objectives to be held: to separate the zero value from the others and
to grade the different levels of consumption.

The proposed transformation is the following:

T(X) = Xλ , λ ∈ [0,1]. (1)

For λ = 1 the original data are maintained, forλ = 0 the binary use/non-use data are
get. Any value between 1 and 0 grades the level of importance from the consumption level
criterion until the consumption/non-consumption criterion.
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Multiple Factorial Analysis

MFA works with continuous variables as well as with categorical ones (see [2]). In our
case, the set of quantitative variables is the original one and the set of categorical variables
is defined from the original one by coding each value ofXi j greater than or equal to 1 into 1.
Thus, we haveJ new categorical variables,Yj that indicate the consumption/non-consumption
for each service. Each binary variableYj is associated with one of the variablesXj , and it is
defined as

Yi j =

{
0, if Xi j = 0,

1, if Xi j > 0.

MFA requires that each category of the new variables forms a separate columnδ
j

1 andδ
j

2
in the table of data. This new table (including the quantitative and qualitative variables), is
analysed with MFA to identify the factors and then, a cluster analysis is done on these factors.

The distance between individualsi and i′ can be expressed by means of the weighted
combination of two distances:

d2(i, i′)= αd2
I

(
i, i′
)
+βd2

II

(
i, i′
)
,

wheredI is a distance in the space of the quantitative variables anddII is a distance in the
space of the qualitative variables. Then, these distances are a measure of similarity or prox-
imity between customers, according to each one of the two criteria.α andβ are weighting
coefficients, depending on the highest axial inertia for the set of quantitative and qualitative
variables, respectively, which represent the relative importance of each criterion. Thus, we
have no option to choose these weights because they are automatically determined by the
method.

§3. Results from the analysis by means of classical clustering techniques

Confidentiality requirements prevent us from revealing real data and conclusions, so, the
proposed methods have been tested on artificial data sets with similar statistical properties
to those found in the real data set. Therefore, in the simulation of the new variables the
following facts were considered:

• The original data set included subsets of variables strongly correlated among them but
with a low correlation, in general, with variables in the other subsets. Then, we have
defined 2 subsets with 2 and 3 variables, respectively, according to this correlation
pattern.

• The original variables were characterised by a high percentage of zero values (meaning
non consumption of the associated service). We have simulated our variables with a
similar percentages of zero values.

• The histograms of the original variables were, in general, very asymmetric, skewed on
the right and including extreme values (in comparison with the mean value). We kept
this characteristic in our simulated data.
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CMA MFA λ = 1 λ = 0.9 λ = 0.8 λ = 0.7 λ = 0.6 λ = 0.5 λ = 0.4 λ = 0.3 λ = 0.2 λ = 0.1 λ = 0

a) 21.30 56.90 41.30 38.20 32.90 30.90 28.20 25.50 22.60 19.80 19.10 14.10

b) 26.80 20.20 21.70 22.40 25.50 27.00 25.90 26.40 25.80 23.50 24.00 17.40

c) 18.10 22.90 23.00 23.70 21.70 20.10 19.00 17.70 17.70 19.50 20.00 22.60

d) 33.80 0 14.00 15.70 19.90 22.00 26.90 30.40 33.90 37.20 36.90 45.90

B/W 0.848 1.8014 1.8745 1.8081 1.571 1.7255 2.1466 2.2121 2.1413 2.1556 1.417

Table 1: Clasical Multivariate Analysis (CMA), MFA and transformation data. B/W stands
for Between/Within.

Ca9 Cb9 Cc9 Cd9

Ca10 413 46 110 0

Cb10 0 171 1 30

Cc10 0 0 119 110

Ca3 Cb3 Cc3 Cd3

CaMFA 211 1 1 0

CbMFA 10 170 1 0

CcMFA 5 1 252 10

CdMFA 0 5 4 329

Table 2: Common individuals between clusters. Left:λ = 0.9 andλ = 1. Right: λ = 0.3
and MFA.

In the MFA approach as well as in the data-transformation approach, a similar process is
followed. First, an initial analysis is done in order to get the main factors (PCA, MCA,. . . ).
Then, a mixed clustering technique implemented in SPAD software ([8, 5]) is accomplished
to get the groups of clients. In Table 1, the clusters obtained with MFA analysis and with
data-prior transformation (values ofλ = 0, 0.1, 0.2,. . . , 1) are showed. Each row is associated
with a different cluster. Each column corresponds to a different classification. The numbers
in the body of the table are the percentages of individuals included in the cluster.

When MFA technique and the data transformation withλ = 0,0.1, . . . ,0.9 are applied, the
number of optimal groups found is 4. And when the data transformation withλ = 1 is con-
sidered, the optimal number of groups is 3. The following two tables show the disaggregation
from 3 to 4 groups that correspond toλ = 1 andλ = 0.9, respectively, and the number of
coincidences betweenλ = 0.3 and MFA. MFA andλ = 0.3 generate the most similar groups,
the percentage of coincidences reaches the value 96.6%.

§4. Analysis by means of neural networks techniques

SOM networks([4, 6, 7]) are used in order to get a reduction of the dimension of the data,
building a two-dimensional map (hexagonal, 16×10), that represents the original data. After
getting this map, ak-meansalgorithm ([10]) is used to build a classification of the elements
in the map. This classification allows us to obtain the centroids of each group and then,
each datum is associated with the group with the nearest centroid. This process gives us the
classification of each datum. The operations have been accomplished with SOM toolbox for
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SOM stand. λ = 1 λ = 0.9 λ = 0.8 λ = 0.7 λ = 0.6 λ = 0.5 λ = 0.4 λ = 0.3 λ = 0.2 λ = 0.1 λ = 0

a) 58.10 40.80 38.20 34.30 31.30 28.70 26.20 23.10 20.00 20.20 16.10

b) 19.90 20.80 22.40 23.00 27.60 26.60 25.90 26.60 23.20 22.20 23.00

c) 22.00 23.10 23.90 25.10 21.10 21.00 18.40 18.10 19.00 19.70 18.70

d) 0 15.30 15.50 17.60 20.00 23.70 29.50 32.20 37.80 37.90 42.20

B/W 0.9097 1.2951 1.3186 1.3659 1.4463 1.4948 1.5496 1.7004 1.760 1.6396 1.492

Table 3: Percentages of individuals in each group. Standardized measures

SOM no stand. λ = 1 λ = 0.9 λ = 0.8 λ = 0.7 λ = 0.6 λ = 0.5 λ = 0.4 λ = 0.3 λ = 0.2 λ = 0.1 λ = 0

a) 57.80 45.50 43.80 37.60 32.30 28.00 24.30 21.40 20.00 19.30 20.50

b) 25.80 18.00 18.30 20.20 21.30 21.70 21.20 19.70 19.00 20.20 21.30

c) 16.40 23.50 23.00 20.40 21.20 21.10 20.00 19.80 19.40 20.10 13.80

d) 0 13.00 14.90 21.80 25.20 29.20 34.50 39.10 41.60 40.40 44.40

B/W 2.097 3.4784 3.2543 2.4407 2.479 3.0568 2.9320 2.917 2.657 2.1380 1.372

Table 4: Percentages of individuals in each group. Unstandardized measures

Matlab 5 ([11]).
The above steps are accomplished for each set of transformed data considering standard-

ised and non-standardised measures.
In Tables 3 and 4, the results obtained with the data-transformation approach and neural

networks are showed. In the first table standardised measures are considered, and in the
second one unstandardised measures are considered.

In these tables, it appears a row named B/W (Between/Within). It represents the ratio
of the distance between groups and the distance of individuals within the groups. For these
values, the greater the better. The Between distance is the Between-cluster sum of squares
and its expression when consideringk clusters is as follows ([9]):

B(k) =
k

∑
l=1

dist2(cl ,m).

The expression for the Within distance, the Within-cluster sum of squares, is

W(k) =
k

∑
l=1

nl

∑
i=1

dist2(cl ,x
l
i ),

where dist is the Euclidean distance,k is the number of clusters,nl is the number of elements
in clusterl , cl is the centroid of clusterl , m is the global mean, andxl

i is the elementi of
clusterl .
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Figure 1: Patterns of consumption

Comparison of results

If we compare the results obtained with classical clustering techniques and with neural net-
works using standardised measures, we can observe that the classical clustering technique
gets better results. On the other hand, when comparing classical clustering techniques to
neural network techniques using unstandardised measures, the best results are obtained with
the neural techniques (except forλ = 0, qualitative criterium, andλ = 0.1). Furthermore, the
difference between ratios is bigger in this second comparison. Then, the neural network ap-
proach with unstandardised measures exhibits a higher capacity of separation between groups
and of grouping individuals within the groups.

Finally, Figure 1 shows the pattern of consumption of the four groups obtained when
we consider MFA method and neural network method with unstandardised measures and
λ = 0.3 (the most similar to MFA). It can be observed that the groups are very similar. Slight
differences appear in cluster b), where neural network approach includes individuals with a
higher use of service 3.

§5. Conclusions

In this paper we have presented a real-world clustering problem under a bicriteria modelisa-
tion. The problem has been treated with Classical Statistical Multivariate Analysis as well as
with Self- Organizing Maps with k-means methods. In both cases, they have showed to be
valid tools
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The development includes a systematic approach, MFA, and a family of prior transforma-
tions of the data that takes into consideration the two main aspects of the problem, qualitative
and quantitative criteria. The parameter of the transformation can be interpreted as the relative
importance given to the quantitative criterium against the qualitative criterium, ranging from
1 (only the quantitative criterium is taken into account) to 0 (only the qualitative criterium is
considered).

The results obtained with the two methodologies are compared. This comparison shows
that the behaviour of SOM with k-means is so good as the obtained with Classical Multivari-
ate Analysis. Moreover, the results show that the use of unstandardised data with SOM with
k-means leads us to a more discriminated clustering than the Classical Multivariate Analysis
and MFA.

Currently, we are working in the development of interactive methods for the selection
of the parameterλ in order to collect the preferences of the decision makers. Also, we are
considering the use of different transformations.
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