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#### Abstract

We study the time dependent Navier-Stokes Problem with Navier-type boundary conditions in $L^{p}-$ spaces using semi-group theory. Proceeding as in [6] we prove the existence of a unique local in time mild solution to the Navier-Stokes Problem with Navier-type boundary conditions. Then proceeding as in [7] we prove that this solution is a classical one.
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## §1. Introduction

There is an extensive literature on the solvability of the initial value problem for the NavierStokes equation in $L^{2}$ - spaces. Hopf proved in [8] the existence of a global weak solution using the Faedo-Galerkin approximation and an energy inequality. However the uniqueness and the regularity of Hopf's solution are still open problem for $n \geq 3$. Fujita and Kato [9, 5] use the semi-group theory and the fractional powers of a non-negative operator to study the non-stationary Navier Stokes Problem with Dirichlet boundary condition in the Hilbert space $L^{2}$. Furthermore, for $n=3$ they proved the existence of a unique global strong solution if the initial value has square-summable half derivative. Later on, Giga and Miyakawa [7] prove the existence of a unique local in time strong solution without assuming that the initial velocity is regular. To establish their result, they develop an $L^{r}$ theory generalising the $L^{2}$ theory of Kata and Fujita [9, 5]. In [6], Giga constructs a unique local in time mild solution for a class of semi-linear parabolic equation. He also show that his result includes the semi-linear heat equation and the Navier-Stokes system with Dirichlet boundary condition.

In this paper we consider the time dependent Navier-Stokes problem with Navier-type boundary conditions:

$$
\left\{\begin{array}{cccc}
\frac{\partial \boldsymbol{u}}{\partial t}-\Delta \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\nabla \pi=\mathbf{0}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } & \Omega \times(0, T),  \tag{1}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } & \Gamma \times(0, T), \\
\boldsymbol{u}(0)=\boldsymbol{u}_{0} & \text { in } & \Omega,
\end{array}\right.
$$

where $(\boldsymbol{u} \cdot \nabla)=\sum_{j=1}^{3} u_{j} \frac{\partial}{\partial x_{j}}$ and $\Omega$ is a bounded domain of $\mathbb{R}^{3}$ of class $C^{2,1}$. For simplicity the external force is assumed to be zero.

[^0]We will show that some informations on the linear problem can be used to obtain local mild and classical solutions to Problem (1). For this reason we will use the semi-group theory developped in $[1,3]$ for the Stokes operator with Navier-type boundary conditions. First, using the $L^{p}-L^{q}$ estimates for the Stokes semi-group with Navier-type boundary conditions (see [3, Theorem 7.4]) and proceeding as Giga in [6] we will prove the existence of a local in time mild solution to the Problem (1). Next, using the fractional powers of the Stokes operator we will estimate the non-linear term $\boldsymbol{u} \cdot \nabla \boldsymbol{u}$. Then, proceeding as Giga and Miyakawa [7] we prove that the solution $\boldsymbol{u} \in \mathbf{D}\left(A_{p}\right)$ for all $t \in\left(0, T_{*}\right]$ for certain $T_{*}<T$. We will show in this paper some general existence, uniqueness and regularity results for the Navier- Stokes problem with Navier-type boundary conditions with a sketch of their proofs. Detailed results and detailed proofs are given in [2].

## §2. Giga's abstract semi-linear problem

Consider the abstract semilinear parabolic equation

$$
\begin{equation*}
\left.\frac{\partial \boldsymbol{u}}{\partial t}+\mathcal{A} \boldsymbol{u}=\boldsymbol{F} \boldsymbol{u} \quad u(0)=\boldsymbol{a}, \quad \text { in } \quad \Omega \times\right] 0, T[, \tag{2}
\end{equation*}
$$

where $\Omega$ is an arbitrary domain of $\mathbb{R}^{3}$. Giga considers in [6] Problem (2) in $L^{p}$-type vector valued function spaces, $1<p<\infty, \boldsymbol{F} \boldsymbol{u}$ represents the non-linear term and $-\mathcal{A}$ is the infinitesimal generator of a strongly continuous semi-group $e^{-t \mathcal{A}}$ in some closed subspace $\boldsymbol{E}^{p}$ of $\boldsymbol{L}^{p}(\Omega)$ equipped with norm of $\boldsymbol{L}^{p}(\Omega)$. He constructs a unique local in time solution in $L^{q}\left(0, T_{*}, \boldsymbol{L}^{p}(\Omega)\right)$ for the Problem (2). He also proves that the constructed solution is global in time for small initial data. His analysis is based on the regularisation property of the linear part $e^{-t \mathcal{A}}$ and some assumptions on the non-linear term. Giga solves the Problem (2) via the corresponding integral equation

$$
\begin{equation*}
\boldsymbol{u}(t)=e^{-t \mathcal{A}} \boldsymbol{a}+\int_{0}^{t} e^{-(t-s) \mathcal{A}} \boldsymbol{F} \boldsymbol{u}(s) \mathrm{d} s . \tag{3}
\end{equation*}
$$

To prove his theorem Giga gives some assumptions on the operator $\mathcal{A}$ and the nonlinear term Fu.

Having the Navier-Stokes problem (1) in mind, we consider in the sequel a particular case of [6]. We assume that:
(i) There exists a continuous projection $P$ from $L^{p}(\Omega)$ to $\boldsymbol{E}^{p}$ for all $1<p<\infty$ such that the restriction of $P$ on $\mathcal{D}(\Omega)$ is independent of $p$ and $\mathcal{D}(\Omega) \cap \boldsymbol{E}^{p}$ is dense in $\boldsymbol{E}^{p}$.
(ii) For a fixed $0<T<\infty$ the following estimate holds

$$
\begin{equation*}
\text { (A) }\left\|e^{-t \mathcal{A}} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} \leq M t^{-\frac{3}{2}\left(\frac{1}{s}-\frac{1}{p}\right)}\|\boldsymbol{f}\|_{L^{s}(\Omega)}, \quad \boldsymbol{f} \in \boldsymbol{E}^{s}, \quad 0<t<T, \tag{4}
\end{equation*}
$$

with $p \geq s>1$ and the constant $M=M(p, s, T)$ depends only on $p, s$ and $T$.
(iii) The nonlinear term $\boldsymbol{F} \boldsymbol{u}$ can be written in the form

$$
\begin{equation*}
F u=L G u, \tag{5}
\end{equation*}
$$

where $\boldsymbol{L}$ is the linear part and $\boldsymbol{G}$ is the non-linear part.
(iv) We suppose also that the following estimate holds

$$
\begin{equation*}
\text { (N1) } \quad\left\|e^{-t \boldsymbol{A}} \boldsymbol{L} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} \leq N_{1} t^{-1 / 2}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)}, \quad \boldsymbol{f} \in \boldsymbol{E}^{p}, \quad 0<t<T, \tag{6}
\end{equation*}
$$

where the constant $N_{1}=N(p, T)$ depends only on $p$ and $T$.
(v) The operator $\boldsymbol{G}$ satisfies the following estimate

$$
\begin{equation*}
\text { (N2) } \left.\|\boldsymbol{G} \boldsymbol{v}-\boldsymbol{G} \boldsymbol{w}\|_{L^{s}(\Omega)} \leq N_{2}\|\boldsymbol{v}-\boldsymbol{w}\|_{L^{p}(\Omega)}\|\boldsymbol{v}\|_{\boldsymbol{L}^{p}(\Omega)}+\|\boldsymbol{w}\|_{L^{p}(\Omega)}\right), \quad \boldsymbol{G}(\mathbf{0})=\mathbf{0}, \tag{7}
\end{equation*}
$$

for all $\boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{E}^{p}$, for $s=\frac{p}{2}>1$ and $N_{2}=N_{2}(p)$ depends only on $p, 1<p<\infty$.
Before we state the result of Giga [6, Theorem 1, Theorem 2] who proves the existence and uniqueness of mild solutions of (3) assuming (A), (N1) and (N2) we recall the definition of mild solution (see [4, Chapiter VI, Definition 7.2]).
Definition 1 (Mild Solution). Let $(\mathcal{A}, D(\mathcal{A}))$ be the infinitesimal generator of a strongly continuous semi-group $e^{-t \mathcal{H}}$ on a Banach space $X$. Let $x \in X$ and $f \in L^{1}(0, T ; X)$. Then the function

$$
u(t)=e^{-t \mathcal{A}} x+\int_{0}^{t} e^{-(t-s) \mathcal{A}} f u(s) \mathrm{d} s, \quad 0 \leq t \leq T,
$$

is called mild solution for the abstract Cauchy Problem

$$
\frac{\partial u}{\partial t}+\mathcal{A} u=f u, \quad u(0)=x, \quad \text { in } \quad \Omega \times[0, T]
$$

In what follows $B C$ denotes the space of bounded and continuous functions and $C$ denotes a positive constant whose value may change from one line to the next.

Theorem 1 (Giga's abstract existence and uniqueness theorem). Let $\boldsymbol{u}_{0} \in \boldsymbol{E}^{p}, p \geq 3$. Then there is $T_{0}>0$ and a unique mild solution of (3) on $\left[0, T_{0}\right)$ such that

$$
\boldsymbol{u} \in B C\left(\left[0, T_{0}\right) ; \boldsymbol{E}^{p}\right) \cap L^{q}\left(0, T_{0} ; \boldsymbol{E}^{r}\right)
$$

with

$$
q>p, r>p, \quad \frac{2}{q}+\frac{3}{r}=\frac{3}{p} .
$$

Moreover there is a positive constant $\varepsilon$ such that if $\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{E}^{p}} \leq \varepsilon$, then $T_{0}$ can be taken as infinity for $p=3$.

In what follows we want to apply Giga's abstract existence theorem to the Stokes operator with Navier-type boundary conditions to get local in-time mild solution to Problem (1). For this reason in the following section, we recall some properties of the Stokes operator with Navier-type boundary conditions.

## §3. Stokes operator with Navier-type boundary conditions

In this section we recall some properties of the Stokes operator with Navier-type boundary conditions that are crucial in our work. This operator has been studied in details in [1, 3].

The Stokes operator with Navier-type boundary conditions is a closed linear densely defined operator $A_{p}: \mathbf{D}\left(A_{p}\right) \subset \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) \longmapsto \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, where

$$
\mathbf{D}\left(A_{p}\right)=\left\{\boldsymbol{u} \in \boldsymbol{W}^{2, p}(\Omega) ; \operatorname{div} \boldsymbol{u}=0 \text { in } \Omega, \boldsymbol{u} \cdot \boldsymbol{n}=0, \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} \text { on } \Gamma\right\} .
$$

and For all $\boldsymbol{u} \in \mathbf{D}\left(A_{p}\right), A_{p} \boldsymbol{u}=-\Delta \boldsymbol{u}$ (see [1, Proposition 3.1]). The space $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ is given by

$$
\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)=\left\{\boldsymbol{f} \in \boldsymbol{L}^{p}(\Omega) ; \quad \operatorname{div} \boldsymbol{f}=0 \text { in } \Omega, \quad \boldsymbol{f} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\} .
$$

Thanks to [1, Theorem 4.12] we know that the Stokes operator $A_{p}$ is a sectorial operator and generates a bounded analytic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, for all $1<p<\infty$. We denote by $e^{-t A_{p}}$ the analytic semi-group associated to the operator $A_{p}$.

The authors study in [3, Proposition 6.7, Corollary 6.8] the domains of fractional powers of the Stokes operator $A_{p}$ and prove that for all $1<p<\infty$ and for all $\alpha \in \mathbb{R}$ such that $0<\alpha<3 / 2 p$ one has

$$
\begin{equation*}
\mathbf{D}\left(A_{p}^{\alpha}\right) \hookrightarrow \boldsymbol{L}^{q}(\Omega), \quad \frac{1}{q}=\frac{1}{p}-\frac{2 \alpha}{3} . \tag{8}
\end{equation*}
$$

They also prove that for all $\boldsymbol{u} \in \mathbf{D}\left(A_{p}^{\alpha}\right)$ the following estimate holds

$$
\begin{equation*}
\|\boldsymbol{u}\|_{L^{q}(\Omega)} \leq C(\Omega, p)\left\|A_{p}^{\alpha} \boldsymbol{u}\right\|_{L^{p}(\Omega)} \tag{9}
\end{equation*}
$$

Using estimate (9), the authors prove in [3, Theorem 7.4] an estimate of type $L^{p}-L^{q}$ for the Stokes semi-group $e^{-t A_{p}}$. More precisely, they prove that for all $1<p \leq q<\infty$ and for all $f \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, the following estimates holds:

$$
\begin{equation*}
\left\|e^{-t A_{p}} \boldsymbol{f}\right\|_{\boldsymbol{L}^{q}(\Omega)} \leq C t^{-3 / 2(1 / p-1 / q)}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)} . \tag{10}
\end{equation*}
$$

We also know thanks to [3, Theorem 6.5] that $\mathbf{D}\left(A_{p}^{1 / 2}\right)=\boldsymbol{W}_{\sigma, \tau}^{1, p}(\Omega)$, where

$$
\boldsymbol{W}_{\sigma, \tau}^{1, p}(\Omega)=\left\{\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega) ; \operatorname{div} \boldsymbol{u}=0 \text { in } \Omega \text { and } \boldsymbol{u} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\}
$$

with equivalent norms.

## §4. Main results

In this section we prove the existence of a unique local in time mild solution for the Problem (1) and we prove that this solution is regular and belongs to $\mathbf{D}\left(A_{p}\right)$.

Applying the Helmholtz projection $P$ to the first equation of system (1) we get

$$
\begin{equation*}
\frac{\partial \boldsymbol{u}}{\partial t}+A_{p} \boldsymbol{u}=-P(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}, \quad \boldsymbol{u}(0)=\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) \tag{11}
\end{equation*}
$$

The Helmholtz projection $P: \boldsymbol{L}^{p}(\Omega) \longmapsto \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ is defined by:

$$
\forall f \in L^{p}(\Omega), \quad P f=f-\operatorname{grad} \pi
$$

where $\pi$ is the unique solution of Problem

$$
\operatorname{div}(\boldsymbol{\operatorname { g r a d }} \pi-\boldsymbol{f})=0 \quad \text { in } \Omega, \quad(\boldsymbol{\operatorname { g r a d }} \pi-\boldsymbol{f}) \cdot \boldsymbol{n}=0 \quad \text { on } \Gamma .
$$

Now we verify assumptions (A), (N1) and (N2) for the Stokes operator $A_{p}$. Observe that in our case $\boldsymbol{E}^{p}=\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. First, notice that the assumption $(\mathbf{A})$ is the $L^{p}-L^{q}$ estimate (10). Thus assumption (A) holds. We next verify the assumptions for the non-linear term

$$
\begin{equation*}
\boldsymbol{F} \boldsymbol{u}=-P(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} . \tag{12}
\end{equation*}
$$

Since $\operatorname{div} \boldsymbol{u}=0$ in $\Omega$, then for all $1 \leq i \leq 3, \quad(\boldsymbol{u} \cdot \nabla \boldsymbol{u})_{i}=\sum_{j=1}^{3} \frac{\partial\left(u_{j} u_{i}\right)}{\partial x_{j}}$.
As in [6] let $\left(g_{i j}\right)_{1 \leq i, j \leq 3}$ be a matrix and for all $1 \leq i \leq 3$ we set $\boldsymbol{g}_{i}=\left(g_{i j}\right)_{1 \leq j \leq 3}$. We define $L$ by

$$
\begin{equation*}
\boldsymbol{L} \boldsymbol{g}_{i}=P \operatorname{div} \boldsymbol{g}_{i} \tag{13}
\end{equation*}
$$

which is a linear operator. The non-linear term $\boldsymbol{F} \boldsymbol{u}$ is expressed by $\boldsymbol{L} \boldsymbol{G} \boldsymbol{u}$, where $(\boldsymbol{G} \boldsymbol{u})(\boldsymbol{x})=$ $\boldsymbol{g}(\boldsymbol{u}(\boldsymbol{x}))$ and $\boldsymbol{g}(\boldsymbol{u}): \mathbb{R}^{3} \longmapsto \mathbb{R}^{9}, \quad(\boldsymbol{g}(\boldsymbol{u}))_{i j}=-u_{i} u_{j}, \quad 1 \leq i, j \leq 3$. It is easy to see that for all $\boldsymbol{y}, \boldsymbol{z} \in \mathbb{R}^{3}, \boldsymbol{g}$ satisfies

$$
|\boldsymbol{g}(\boldsymbol{y})-\boldsymbol{g}(z)| \leq N_{2}|\boldsymbol{y}-z|(|\boldsymbol{y}|+|z|), \quad \boldsymbol{g}(\mathbf{0})=\mathbf{0},
$$

with $|\cdot|$ denotes the norm on $\mathbb{R}^{k},(k=3,9)$. Thus $\boldsymbol{G}$ satisfies ( $\mathbf{N} 2$ ).
It remains to verify the assumption (N1). To this end we prove the following proposition :
Proposition 2. Let $\boldsymbol{L}$ be the operator defined in (13), then the following estimate holds

$$
\begin{equation*}
\forall \boldsymbol{f} \in \boldsymbol{L}^{p}(\Omega), \quad\left\|e^{-t A_{p}} \boldsymbol{L} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} \leq \frac{C(p, T)}{t^{1 / 2}}\|\boldsymbol{f}\|_{L^{p}(\Omega)} . \tag{14}
\end{equation*}
$$

where $e^{-t A_{p}}$ is the semi-group generated by the Stokes operator $A_{p}$ on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ and $C(p, T)$ is a constant depending on $p$ and $T$.

Proof. Since the Stokes operator $A_{p}$ generates a bounded analytic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ for all $<p<\infty$, then for all $t>0, e^{-t A_{p}}=e^{t} e^{-t\left(I+A_{p}\right)}$, where $e^{-t\left(I+A_{p}\right)}$ is the analytic semi-group generated by the operator $-\left(I+A_{p}\right)$ on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. Let $\boldsymbol{f} \in \boldsymbol{L}^{p}(\Omega)$ one has

$$
\begin{aligned}
\left\|e^{-t A_{p}} \boldsymbol{L} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} & =e^{t}\left\|\left(I+A_{p}\right)^{1 / 2} e^{-t\left(I+A_{p}\right)}\left(I+A_{p}\right)^{-1 / 2} \boldsymbol{L} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} \\
& \leq \frac{C e^{T}}{t^{1 / 2}}\left\|\left(I+A_{p}\right)^{-1 / 2} \boldsymbol{L} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} \\
& \leq \frac{C e^{T}}{t^{1 / 2}}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)} .
\end{aligned}
$$

The last inequality comes from the fact that the operator $\left(I+A_{p}\right)^{-1 / 2} \boldsymbol{L}$ is a bounded operator from $\boldsymbol{L}^{p}(\Omega)$ into $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. Indeed as in the proof of [7, Lemma 2.1], for all $1 \leq j \leq 3$, the operator

$$
\frac{\partial}{\partial x_{j}} I\left(I+A_{p}\right)^{-1 / 2}: \quad \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) \longmapsto \mathbf{D}\left(\left(I+A_{p}\right)^{1 / 2}\right) \longmapsto \boldsymbol{W}^{1, p}(\Omega) \longmapsto \boldsymbol{L}^{p}(\Omega)
$$

is continuous for each $p, 1<p<\infty$, where $I$ denotes the continuous embedding of $\mathbf{D}((I+$ $\left.\left.A_{p}\right)^{1 / 2}\right)=\boldsymbol{W}_{\sigma, \tau}^{1, p}(\Omega)$ in $\boldsymbol{W}^{1, p}(\Omega)$. As a result, the adjoint operator $\left(I+A_{p^{\prime}}\right)^{-1 / 2} P \frac{\partial}{\partial x_{j}}$ is continuous from $\boldsymbol{L}^{p^{\prime}}(\Omega)$ to $\boldsymbol{L}_{\sigma, \tau}^{p^{\prime}}(\Omega)$ with $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. We recall that for all $1<p<\infty\left(\boldsymbol{L}^{p}(\Omega)\right)^{\prime} \simeq \boldsymbol{L}^{p^{\prime}}(\Omega)$ and $\left(\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)^{\prime} \simeq \boldsymbol{L}_{\sigma, \tau}^{p^{\prime}}(\Omega)$. We recall also that the adjoint of the canonical embeddings $I$ is the Helmholtz projection $P$.

Notice that Proposition 2 means the Stokes operator with Navier-type boundary conditions satisfies the assumption (N1).

We thus have checked all assumptions that guarantee the existence and uniqueness of local in time mild solution for the Navier-Stokes Problem (11). As a result applying Theorem1 to the Stokes operator $A_{p}$ with $\boldsymbol{E}^{p}=\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ we have the following theorem :
Theorem 3 (Existence and uniqueness). Let $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega), p \geq 3$. There is a $T_{0}>0$ and $a$ unique mild solution of (11) on $\left[0, T_{0}\right)$ such that

$$
\boldsymbol{u} \in B C\left(\left[0, T_{0}\right) ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right) \cap L^{q}\left(0, T_{0} ; \boldsymbol{L}_{\sigma, \tau}^{r}(\Omega)\right)
$$

with

$$
q>p, r>p, \quad \frac{2}{q}+\frac{3}{r}=\frac{3}{p} .
$$

Moreover there is a positive constant $\varepsilon$ such that if $\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}_{\sigma, r}^{p}(\Omega)} \leq \varepsilon$ then $T_{0}$ can be taken as infinity for $p=3$.

The mild solution obtained above is a classical solution. More precisely we have the following theorem
Theorem 4. Let $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ with $p \geq 3$. There exists a maximal interval of time $T_{*} \in$ $] 0, T\left[\right.$ such that the unique solution $\boldsymbol{u}(t)$ of Problem (11) satisfies $\boldsymbol{u} \in C\left(\left(0, T_{*}\right], \mathbf{D}\left(A_{p}\right)\right) \cap$ $C^{1}\left(\left(0, T_{*}\right] ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$.

The proof of Theorem 4 follows arguments similar to those in [7]. First we prove that the solution $\boldsymbol{u}(t)$ is in $\mathbf{D}\left(A_{p}^{\alpha}\right)$ for all $t \in\left(0, T_{*}\right]$ and for all $0<\alpha<1$. Then we deduce that $\boldsymbol{u} \in C\left(\left(0, T_{*}\right], \mathbf{D}\left(A_{p}\right)\right) \cap C^{1}\left(\left(0, T_{*}\right] ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$.
Theorem 5. Let $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ with $p \geq 3$. There exists a maximal interval of time $\left.T_{*} \in\right] 0, T_{0}[$ such that the unique solution $\boldsymbol{u}(t)$ of Problem (11) is in $C\left(\left(0, T_{*}\right] ; \mathbf{D}\left(A_{p}^{\alpha}\right)\right)$ for all $0<\alpha<1$. Moreover the solution $\boldsymbol{u}(t)$ satisfies

$$
\begin{equation*}
\left\|\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}(t)\right\|_{L^{p}(\Omega)} \leq K_{\alpha} t^{-\alpha}, \tag{15}
\end{equation*}
$$

for some constant $K_{\alpha}>0$.
Proof. First we note that thanks to Theorem 3, there exists a $T_{0}>0$ such that the unique solution $\boldsymbol{u}(t)$ of Problem (11) obtained in Theorem 3 is in $B C\left(\left[0, T_{0}\right) ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$. Moreover for all $0 \leq t \leq T_{0}, \boldsymbol{u}(t)$ is given by

$$
\begin{equation*}
\boldsymbol{u}(t)=\boldsymbol{u}_{0}(t)+\boldsymbol{S} \boldsymbol{u}(t) \tag{16}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{u}_{0}(t)=e^{-t A_{p}} \boldsymbol{u}_{0} \quad \text { and } \quad \boldsymbol{S} \boldsymbol{u}(t)=\int_{0}^{t} e^{-(t-s) A_{p}} \boldsymbol{F} \boldsymbol{u}(s) \mathrm{d} s \tag{17}
\end{equation*}
$$

with $\boldsymbol{F} \boldsymbol{u}=-P(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}$. In addition, thanks to [6, Theorem 1], we know that by construction there exists a sequence $\left(\boldsymbol{u}_{m}(t)\right)_{m \geq 0}$ such that $\left(\boldsymbol{u}_{m}\right)_{m}$ converges to $\boldsymbol{u}$ in $B C\left(\left[0, T_{0}\right] ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$ and $\boldsymbol{u}_{m}(t)$ is defined recursively by

$$
\begin{equation*}
\boldsymbol{u}_{0}(t)=e^{-t A_{p}} \boldsymbol{u}_{0}, \quad \forall m \geq 1, \quad \boldsymbol{u}_{m+1}(t)=\boldsymbol{u}_{0}(t)+\boldsymbol{S} \boldsymbol{u}_{m}(t) \tag{18}
\end{equation*}
$$

Since $e^{-t A_{p}}$ is a bounded analytic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, then $\boldsymbol{u}_{0}(t) \in \mathbf{D}\left(A_{p}\right) \hookrightarrow \mathbf{D}\left(A_{p}^{\alpha}\right)$ and

$$
\begin{equation*}
\left\|\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}_{0}(t)\right\|_{L^{p}(\Omega)}=\left\|\left(I+A_{p}\right)^{\alpha} e^{-t A_{p}} \boldsymbol{u}_{0}\right\|_{L^{p}(\Omega)}=e^{t}\left\|\left(I+A_{p}\right)^{\alpha} e^{-t\left(I+A_{p}\right)} \boldsymbol{u}_{0}\right\|_{L^{p}(\Omega)} \leq K_{\alpha 0} t^{-\alpha}, \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{\alpha 0}=\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} \sup _{0<t \leq T_{0}} e^{t} t^{\alpha}\left\|\left(I+A_{p}\right)^{\alpha} e^{-t\left(I+A_{p}\right)}\right\|_{\mathcal{L}\left(\boldsymbol{L}_{\sigma, t}^{p}(\Omega)\right)} . \tag{20}
\end{equation*}
$$

Proceeding by induction, in the same way as in the proof of [7, Theorem 2.3], we prove that for all $m \geq 1, \boldsymbol{u}_{m}(t) \in \mathbf{D}\left(A_{p}^{\alpha}\right)$ for all $0<t \leq T_{0}$ and satisfies

$$
\begin{equation*}
\forall \alpha, \quad 0<\alpha<1, \quad\left\|\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}_{m}(t)\right\|_{L^{p}(\Omega)} \leq K_{\alpha m} t^{-\alpha}, \tag{21}
\end{equation*}
$$

for some constant $K_{\alpha m}>0$. Furthermore as in the proof [7, Theorem 2.3] under some assumptions on $K_{\alpha 0}$ one has for all $m \geq 0$

$$
\begin{equation*}
\left\|\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}_{m}(t)\right\|_{L^{p}(\Omega)} \leq K_{\alpha} t^{-\alpha}, \tag{22}
\end{equation*}
$$

for some constant $K_{\alpha}$ independent of $m$. As a result, for all $0<T<T_{0}$ the sequence $\left(\boldsymbol{u}_{m}(t)\right)_{m \geq 0}$ is bounded in $\mathbf{D}\left(A_{p}^{\alpha}\right)$ and thus it converges weakly in $\mathbf{D}\left(A_{p}^{\alpha}\right)$ to a function denoted by $\boldsymbol{v}(t)$ and $\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}_{m}(t)$ converges weakly to $\left(I+A_{p}\right)^{\alpha} \boldsymbol{v}(t)$ in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. In the other hand $\boldsymbol{u}_{m}(t)$ converges to $\boldsymbol{u}(t)$ in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ thus $\boldsymbol{u}(t)=\boldsymbol{v}(t)$ and $\boldsymbol{u}(t) \in \mathbf{D}\left(A_{p}^{\alpha}\right)$ for all $0<t<T_{0}$. Moreover as in the proof of [7, Theorem 2.3] one can show the existence of $T_{*}>0$ such that $\boldsymbol{u} \in C\left(\left(0, T_{*}\right] ; \mathbf{D}\left(A_{p}^{\alpha}\right)\right)$.

To prove estimate (15) observe that since $\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}_{m}(t)$ converges weakly to $\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}(t)$ in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, then

$$
\left\|\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}(t)\right\|_{L^{p}(\Omega)} \leq \liminf _{m}\left\|\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}_{m}(t)\right\|_{\boldsymbol{L}^{p}(\Omega)} \leq K_{\alpha} t^{-\alpha} .
$$

Thus one has estimate (15).
The next step is to prove that the solution $\boldsymbol{u}$ of Problem (11) is in $C\left(\left(0, T_{*}\right] ; \mathbf{D}\left(A_{p}\right)\right)$. Since the Stokes operator generates a bounded analytic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ then $\boldsymbol{u}_{0}(t)$ defined in (17) is in $\mathbf{D}\left(A_{p}\right)$ for all $t>0$. It remains to prove that $\boldsymbol{S u}(t)$ defined in (17) is in $\mathbf{D}\left(A_{p}\right)$ for all $0<t \leq T_{*}$. The proof is done in three steps. First we prove that $\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}, 0<\alpha<1$, is Hölder continuous on every interval $\left[\varepsilon, T_{*}\right]$. This gives us that the non-linear term $\boldsymbol{F u}$ is also Hölder continuous on every interval $\left[\varepsilon, T_{*}\right]$ and thus $\boldsymbol{u} \in \mathbf{D}\left(A_{p}\right)$ for all $0<t \leq T_{*}$.
Proposition 6. Let $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ with $p \geq 3$ and let $\boldsymbol{u}(t)$ be the unique solution of Problem (11). Then :
(i) For all $0<\alpha<1$, the function $\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}$ is Hölder continuous on every interval $\left[\varepsilon, T_{*}\right]$ with $0<\varepsilon<T_{*}$.
(ii) The nonlinear function $\boldsymbol{F u}$ given by (12) is Hölder continuous on every interval $\left[\varepsilon, T_{*}\right]$ with $0<\varepsilon<T_{*}$.

Proof. To prove the Hölder continuity of $\left(I+A_{p}\right)^{\alpha} \boldsymbol{u}$ and $\boldsymbol{F} \boldsymbol{u}$ we use Theorem 5 and proceed in the same way as in [7] and in [5].

Now we can prove our main result in this paper

Proof of Theorem 4. First we recall that the solution $\boldsymbol{u}$ is given explicitly by (16). We recall also that since $e^{-t A_{p}}$ is an analytic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ then $\boldsymbol{u}_{0}(t) \in \mathbf{D}\left(A_{p}\right)$ for all $t>0$. It suffices to verify that $\boldsymbol{S u}(t) \in \mathbf{D}\left(A_{p}\right)$ for all $t \in\left(0, T_{*}\right]$ which is a consequence of Proposition 6 and [10, Chapter 4, Corollary 3.3]. Moreover, thanks to [5, Lemma 2.14] one has $\boldsymbol{u} \in$ $C^{1}\left((0, T] ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$ this ends the proof.
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