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ON BIVARIATE HERMITE INTERPOLATION WITH MINIMAL
DEGREE POLYNOMIALS

MARIANO GASCA† and THOMAS SAUER‡

Abstract. A Newton type approach is used to deal with bivariate polynomial Hermite interpo-
lation problems when the data are distributed in the intersections of two families of straight lines, as
a generalization of regular grids. The interpolation operator is degree reducing and the interpolation
space is a minimal degree space. Integral remainder formulas are given for the Lagrange case, then
extended to the Hermite case and finally used to obtain error estimates.
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1. Introduction. In [3] Gasca and Maeztu introduced a Newton type approach
to deal with multivariate polynomial interpolation problems. In the bivariate case,
from a given set of points distributed along straight lines, r0, r1, . . . , rn, a Birkhoff in-
terpolation problem is constructed, including as particular cases Lagrange and Hermite
interpolation problems. The interpolation space is always polynomial and is spanned
by a Newton basis. The problem has a unique solution which is easily obtained by
solving a triangular linear system.

A particular distribution of points was studied a little later by Maeztu [4] in
order to provide the coefficients of the solution, in that case, with some properties
similar to those of univariate divided differences. Since we are going to deal with this
distribution, which on the other hand includes many important particular cases, we
avoid the general notations of [3] and recall the necessary definitions of [4].

In general an interpolation problem is defined by an interpolation space V of
dimension N and a set of N linear functionals Li on V . The problem consists in
finding an element p of V such that Lip = zi ∀i, where the zi’s are N given real values.
Usually V is a subspace of a space F of functions, the Li’s are linear functionals on
F and the problem is stated in the form Lip = Lif ∀i, for a given f ∈ F. The values
Lif are called interpolation data. The interpolation problem is said to be poised if it
has a unique solution for any set {zi}, that is, for any f .

In Section 2 we state the problem and prove constructively that it is poised. In
fact we prove that the problem is a particular case of the general one considered in
[3] and remark some of the special properties of this case. More precisely, due to the
special structure of the interpolation data, the linear system to solve this problem is
not only lower triangular but also block lower triangular with diagonal blocks in the
diagonal. Some well-known examples of this structure are given in Section 3.

In Section 4 we prove that in the problem we are considering, with the terminology
of [6], the interpolation operator is degree reducing and the interpolation space is a
minimal degree space for the problem. Divided differences and finite differences are
introduced in the next section. The first ones are used to construct the solution of
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2 M. GASCA AND T. SAUER

the problem recursively, while the main interest of finite differences, as introduced
in [6,7,8], is to provide a first remainder formula for the problem. The relationship
between both concepts is given.

Finally Section 6 is devoted to the development of the remainder formula from
the preceeding section. First we study the Lagrange case and see a simplified formula
which shows explicitly the role played by the geometry of the data. Then this formula
is extended to the Hermite case by an argument of “coalescent lines”. In the last
subsection some error estimates are given.

2. Statement of the problem. Let Γ = {r0, r1, . . . , rn, }, Γ′ = {r′0, r′1, . . . , r′m, }
be two indexed systems of straight lines in IR2 such that each pair (ri, r′j) ∈ Γ × Γ′

intersects at exactly one point uij of IR2 . In this form the product Γ× Γ′ can also be
interpreted as a system of (n+1)(m+1) points uij ∈ IR2. Observe there is no restric-
tion on each set Γ, Γ′ separately. Namely, parallelism and coincidence are allowed in
Γ and in Γ′, and consequently repetitions (which will be adequately interpreted) can
happen in the set of points uij . Throughout this paper we will always denote points
in IR2 by u = (x, y) or uij = (xij , yij), respectively.

An interpolation problem P can be constructed following [3] and [4] as soon as
we choose some of the points uij , that is, when we take a set of indices

I = {(i, j) | i = 0, 1, . . . , n; j = 0, 1, . . . , m(i)} (1)

under these conditions:
i) m = m(0) ≥ m(1) ≥ . . . ≥ m(n) ≥ 0.
ii) If uhj = uij for (h, j), (i, j) both in I, then the lines rh, ri are coincident.
iii) If uik = uih for (i, k), (i, h) both in I, then the lines r′k, r′h are coincident.
Note that these conditions do not prevent, for example, the possibility of ust = ult

(respectively ust = usl) with rs not coincident with rl (resp. r′t not coincident with
r′l), but in that case (l, t) (resp. (s, l)), should not belong to I.

In the sequel, ri will denote, simultaneously, a straight line and an affine polyno-
mial aix+biy+ci which vanishes at the points of that line. In other words, ri denotes
both the polynomial aix + biy + ci and the graph of the equation aix + biy + ci = 0.
Since this polynomial is fixed up to a constant factor, we assume in addition that the
normal vector (a, b) is normalized with respect to the Euclidean norm and that either
a > 0 or a = 0 and b > 0, which is no restriction on the generality of the interpolation
problem. The same can be said, obviously, for the straight lines r′j .

If we denote S = (Γ× Γ′, I) we define a Newton basis BS associated to S as the
set of polynomials

BS = {φij | (i, j) ∈ I} (2)

with

φij =
i−1∏

h=0

rh

j−1∏

k=0

r′k. (3)

As usual, the empty product (i = 0 or j = 0) is understood as 1.
For a vector ρ = (a, b) (not necessarily unitary), different from zero, the derivative

of f at the point (xi, yi) in the direction ρ will be denoted by

∂f

∂ρ
(xi, yi) = a

∂f

∂x
(xi, yi) + b

∂f

∂y
(xi, yi) .
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Let ρi, ρ′j , defined as ρi = (−bi, ai), ρ′j = (−b′j , a
′
j), be the directional vectors of

ri, r′j respectively. According to our assumptions above, they are unitary with respect
to the Euclidean norm, i.e., ‖ρi‖ = ‖ρ′j‖ = 1.

The interpolation data associated to S are defined by

Lijf =
∂si+tj f

∂ρ′si
j ∂ρ

tj

i

(uij) , (4)

where si (resp. tj) is the number of lines rh (r′k) with h < i (k < j) which are
coincident with ri (r′j).

The interpolation problem P to be considered is the following: for a given set
{zij | (i, j) ∈ I} of real numbers, find a polynomial p in the space VS spanned by BS

such that
Lijp = zij ∀(i, j) ∈ I. (5)

Note that, under condition i) for I, this set can also be described as

I = {(i, j)|j = 0, 1, . . . ,m; i = 0, 1, . . . , n(j)} ,

with n = n(0) ≥ n(1) ≥ . . . ≥ n(m) ≥ 0. This fact and conditions ii) and iii)
allow us to interchange the roles of the sets Γ,Γ′ and the interpolation problem would
be obviously the same. This was the reason to call S in [4] a reversible system of
interpolation.

Observe also [4, Theorem 1] that if an interpolation datum of the form

∂s+tf

∂ρ′s∂ρt
(u) ,

with s + t 6= 0, appears in the set {Lijp | (i, j) ∈ I}, then all

∂α+βf

∂ρ′α∂ρβ
(u) 0 ≤ α ≤ s 0 ≤ β ≤ t

will appear also in that set. In other words, our problem is a Hermite interpolation
problem. In the terminology of [7], it is even a regular Hermite interpolation problem
and therefore an ideal interpolation scheme in the sense of [1]. We remark that there
is no “common” notion of a multivariate Hermite interpolation problem.

Let us consider on I the lexicographical order

(i, j) < (h, k) if i < h or i = h and j < k.

Theorem 1. Under the above conditions, the interpolation problem P has a
unique solution

p =
∑

(i,j)∈I

aijφij

in the space VS, and the functions φij satisfy, for any (i, j), (h, k) ∈ I,

Lijφhk = 0 if (i, j) < (h, k), (6)

Lijφij 6= 0 ∀(i, j), (7)

Lijφhk = 0 if (i, j) > (h, k) and j < k. (8)
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Proof. The existence and uniqueness of p will be a consequence of (6) and (7),
since these equations mean that the matrix

(Lijφhk)(i,j),(h,k)∈I

is lower triangular for the lexicographical order in I, with the diagonal entries different
from zero. The proof of (6)–(8) is based on the following results which use the notations
introduced above (see [3]) and are direct consequences of the definitions or of the
Leibniz rule for differentiation:

a) If i, h ∈ {0, 1, . . . , n}, then

∂rh

∂ρi
= Ahi = − ∂ri

∂ρh
,

with Ahi 6= 0 except if ri and rh are parallel or coincident.
b) If (i, j) ∈ I then

∂ri

∂ρ′j
= −∂r′j

∂ρi
= Bij 6= 0.

c) If w is any polynomial, then for any non-negative integer s and (i, j) ∈ I one
has

∂sriw

∂ρs
i

= ri
∂sw

∂ρs
i

, (9)

∂srs
i w

∂ρ′j
s = s!Bs

ijw + riw1, (10)

∂srs+1
i w

∂ρ′j
s = riw2. (11)

Here w1, w2 are polynomials.
d) If v1, . . . , vk are affine polynomials and w is an arbitrary polynomial, then for

any non-negative integer s and any vector ρ ∈ IR2 one has

∂sv1 · · · vkw

∂ρs
=

k∑
t=0

t!
(

s

t

)
∂s−tw

∂ρs−t

∑

h1,...,ht

∂vh1

∂ρ
· · · ∂vht

∂ρ

v1 · · · vk

vh1 · · · vht

,

where the summation
∑

h1,...,ht
ranges over all subsets of {1, 2, . . . , k} having t different

elements h1 < . . . < ht. When t = 0 this summation reduces to v1 · · · vk.
Equations (6), (7) are a particular case of the general situation considered in [3,

Theorem 1] and therefore they are proved exactly like there.
On the contrary, (8) does not hold for that general situation. In the present

problem, Lij is given by (4), and if j < k then φhk contains at least tj + 1 factors r′j .
Hence, as in (11), we have

∂tj φhk

∂ρ
tj

i

= r′jw2,

with w2 a polynomial, and, by (9),

Lijφhk =
∂sir′jw2

∂ρ′j
s (uij) = r′j

∂siw2

∂ρ′j
s (uij) = 0,
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that is (8).
Remark. Equations (6)-(8) can also be written in the form

Lijφhk = 0 if i < h and j > k,

Lijφhk = 0 if i > h and j < k,

Lijφhk = δ(i,j),(h,k)Lhkφhk if i ≤ h and j ≤ k,

with Lhkφhk 6= 0, (h, k) ∈ I. As usual, δ(h,k)(i,j) takes the value 1 if (h, k) = (i, j) and
0 elsewhere.

Let us now order the index set I in the form

(i, j) ≺ (h, k) if i + j < h + k or i + j = h + k and i < h. (12)

This ordering is usually called the graded lexicographical order. According to that we
make the following partition:

I = J1 ∪ J2 ∪ . . . ∪ JM , (13)

with
Jr = {(i, j) ∈ I | i + j = r}

and
M = max {i + j | (i, j) ∈ I} .

Then the collocation matrix of our problem

(Lijφhk)(i,j),(h,k)∈I

with the graded lexicographical order ≺ in I is not only lower triangular but also
block lower triangular with diagonal blocks in the diagonal. This implies that the
same would happen if each part Jr of I in (13) is ordered separately in any other
form, for example i > h in (12) instead of i < h.

We remark that the space VS is a subspace of ΠM , the space of bivariate polyno-
mials of total degree not greater than M.

3. Some examples. A simple and well-known example of the problem P arises
when we take the lines ri, r′j parallel to the coordinate axes. If we consider the lines

ri(u) :=x− xi, 0 ≤ i ≤ n,

r′j(u) :=y − yj , 0 ≤ i ≤ n,
(14)

then the points uij are
uij = (xi, yj), (i, j) ∈ I, (15)

the Newton basis is formed by

φij(u) =
i−1∏

h=0

(x− xh)
j−1∏

k=0

(y − y′k) (16)

and the interpolation space VS is spanned by the monomials

W = {xαyβ , (α, β) ∈ I} .
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Observe that due to the conditions of our problem one has

xαyβ ∈ W ⇒ xα′yβ′ ∈ W ∀α′ ≤ α, β′ ≤ β.

In particular, if m(i) = m ∀i, then VS is the tensor product of the univariate
polynomial spaces Πn(x) and Πm(y), and if m = n and m(i) = n− i ∀i, then VS is
the bivariate space Πn of polynomials of total degree not greater than n.

The linear functionals Lij are, in these problems,

Lijf =
∂si+tj f

∂xsi∂ytj
(xi, yj), (17)

where si (respectively tj) is the number of times that the value xi (resp. yj) appears
in the list {x0, x1, . . . , xi−1} ({y0, y1, . . . , yj−1}).

In the case that all the xi’s and the yj ’s are different, then one has (xi, yj) 6=
(xh, yk) for (i, j) 6= (h, k) and

Lijf = f(xi, yj) ∀(i, j),

that is, a Lagrange interpolation problem.
If we want to interpolate a function f on a set of N given points

X = {(µi, νi) | 1 ≤ i ≤ N} ,

all them different, we can easily check if they are distributed on lines parallel to the axes
according to (14)-(15). First we check how many different ordinates appear among the
points of X, say m + 1. Then we denote by y0, y1, . . . , ym these ordinates, ordered by
decreasing number of points of X on each of them, say n(0) ≥ n(1) ≥ . . . ≥ n(m). If
several ordinates have the same number of points, then the relative order among them
is irrelevant. Afterwards we do the same for the abscissae, denoted by x0, x1, . . . xn,
ordered by decreasing number of points m(0) ≥ m(1) ≥ . . . ≥ m(n).

These orderings can always be done. Now the problem belongs to the class we
are considering in this paper if and only if the set X coincides with the set

{(xi, yj) | 0 ≤ i ≤ n, 0 ≤ j ≤ n(i)} (18)

(or equivalently with {(xi, yj) | 0 ≤ j ≤ m, 0 ≤ i ≤ m(j)}). For example, the set of
points X = {(0, 0), (1, 0), (0, 1), (2, 1)}, with x0 = 0, x1 = 1, x2 = 2, y0 = 0, y1 = 1,
cannot be put in the form (18).

Repetitions of lines in (14) give rise to Hermite interpolation problems (see (17)).
Reciprocally, suppose we have a problem such that if

∂s+tf

∂xs∂yt
(a, b)

is an interpolation datum, then all

∂h+kf

∂xh∂yk
(a, b) h ≤ s, k ≤ t (19)

are also data. In this case we should check whether or not the problem can be stated in
the form (14)-(15). For it we can proceed similarly to the Lagrange case but the partial
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derivatives with respect to x or y should be interpreted as repetitions of abscissae or
ordinates respectively. For example, a problem with the data

{
f (ui) ,

∂f

∂x
(ui) ,

∂f

∂y
(ui) , 0 ≤ i ≤ 2

}
, (20)

with u0 = (0, 0), u1 = (1, 0) , u2 = (0, 1), satisfies (19) but cannot be put in the
form (14)-(17) because it does not satisfy (18). In fact, it has four data for y0 = 0,
((f(0, 0), ∂f

∂x (0, 0), f(1, 0), ∂f
∂x (1, 0)), two data for y1 = 0, (∂f

∂y (0, 0), ∂f
∂y (1, 0)), two data

for y2 = 1 (f(0, 1), ∂f
∂x (0, 1)) and one datum for y3 = 1 (∂f

∂y (0, 1)). Analogously,
the abscissae are x0 = x1 = 0, x2 = x3 = 1. However, according to (18), since
∂f
∂y (1, 0) is one of the data of the problem, corresponding to (x2, y1), then (x1, y0)

(and correspondingly ∂2f
∂x∂y (0, 0)) should also appear among the data, what obviously

does not happen. This example corresponds to Figure 1a, where, as usual in finite
elements the arrows mean partial derivatives.

(0,0) (1,0)   

(0,1)   

(0,0) (1,0)   

(0,1)   

(0,0) (1,0)   

(0,1)   

a b c

Figure 1
On the contrary, it is easy to see that the problems described in Figures 1b

and 1c can be put in the form (14)-(17). In the case of Figure 1b we can choose
y0 = y2 = 0, y1 = 1, x0 = x1 = 0, x2 = x3 = 1, with m(0) = 4,m(1) = 2,m(2) = 1,
and the interpolation space spanned by

{1, x, x2, x3, y, xy, y2} .

In the case of Figure 1c we can take y0 = y1 = 0, y2 = y3 = 1, x0 = x1 = 0,
x2 = x3 = 1, with m(0) = 4,m(1) = m(2) = m(3) = 1, and the interpolation space
spanned by

{1, x, x2, x3, y, y2, y3} .

The case of lines not parallel to the axes can be treated similarly but in practice
is, obviously, more complicated.

4. Degree reducing interpolation operators and minimal degree inter-
polation spaces. Recall that we have defined

M = max {i + j | (i, j) ∈ I}

and complete Γ, Γ′, if necessary, with arbitrary lines rn+1, . . . , rM and r′m+1, . . . , r
′
M ,

according to the same conditions as in Section 2 for the lines r0, . . . , rn, and r′0, . . . , r
′
m.

We denote these new sets by

Γ∗ = {r0, . . . , rM} , Γ′∗ = {r′0, . . . , r′M} , (21)
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and also set m∗(i) = M − i, i = 0, . . . , M . Obviously this can be done in many ways
and we consider an arbitrary one. Now we can easily prove the following

Proposition 2. Under the above conditions, the set of functions

φ∗ij :=
i−1∏

h=0

rh

j−1∏

k=0

r′k, i + j ≤ M, (22)

is a basis of the space ΠM .
Proof. Let us consider a new interpolation problem P ∗ defined similarly to P in

Section 2 in the following form. The problem P ∗ has

{Lijf | i + j ≤ M} ,

defined as in (4), and {φij | i + j ≤ M} defined as in (3), as interpolation data and
Newton basis respectively. Observe that this notation is consistent with that of
the problem P , because this one is a “subproblem” of P ∗ : the polynomial system{
φ∗ij | i + j ≤ M

}
is an extension of the polynomial system {φij | (i, j) ∈ I} because

one has φ∗ij = φij , (i, j) ∈ I.
According to [3,4] the problem P ∗ has a unique solution in the space spanned by

{φij | i + j ≤ M} and these functions form a Newton basis for that space. Since the
cardinality of this basis coincides with the dimension of ΠM , the space spanned by
the φij ’s is also ΠM .

For the remainder of the paper all the functions φ∗ij of (22) will be denoted by φij

when this does not cause any confusion. For each r = 0, 1 . . . , M we denote, as in [6],

Ir = {(i, j) ∈ I | i + j ≤ r}

and
I ′r = {(i, j) 6∈ I | i + j ≤ r} .

Observe that for all r

Ir ∪ I ′r = {(i, j) | i + j ≤ r} , Ir ∩ I ′r = ∅, IM = I,

and for Jr introduced in (13)
Jr = Ir \ Ir−1.

The interpolation problem P is defined by the linear functionals (4) as inter-
polation data and the polynomial space VS spanned by (2) as interpolation space.
Consider the space F of functions f such that the linear functionals (4) applied to
f are well defined. The interpolation operator L(·, P ) associates to each f ∈ F the
solution p ∈ VS of the problem

Lijp = Lijf ∀(i, j) ∈ I.

So we have L(f, P ) = p.
According to [6] the interpolation operator L(·, P ) is said to be degree reducing if

for each q ∈ Πr, r = 0, 1, . . . M , the interpolating polynomial L(q, P ) also belongs to
Πr. The space VS , which is included in ΠM , is said to be a minimal degree interpolation
space if there is no subspace V of ΠM−1 such that the interpolation problem of finding
p ∈ V satisfying

Lijp = Lijf ∀(i, j) ∈ I
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is poised.
Theorem 3. The interpolation operator L(·, P ) defined by the problem P is de-

gree reducing and the space VS spanned by {φij | (i, j) ∈ I} is a minimal degree inter-
polation space for P .

Proof. ¿From Proposition 2 we easily deduce that, for each r = 0, 1, . . . , M, the
set of functions {φij | i + j ≤ r} is a basis of Πr. Consequently, any q ∈ Πr can be
written in the form

q =
∑

(i,j)∈Ir

αijφij +
∑

(i,j)∈I′r

αijφij ,

and therefore, due to the linearity of the problem P,

L(q, P ) =
∑

(i,j)∈Ir

αijL(φij , P ) +
∑

(i,j)∈I′r

αijL(φij , P ). (23)

From the poisedness of P we have that, for any (i, j) ∈ I (and in particular for
(i, j) ∈ Ir),

L(φij , P ) = φij . (24)

On the other hand, let (i, j) ∈ I ′r, (v, w) ∈ I and consider again the problem P ∗
of the proof of Proposition 2. If (v, w) < (i, j) then from (6) applied to the problem
P ∗ we get Lvwφij = 0. If (v, w) > (i, j), then v > i, and therefore condition i) of I
(see Section 2) and the fact that (i, j) ∈ I ′r imply that w < j. Hence we can also use
(8) applied to the problem P ∗ to get Lvwφij = 0. In summary, for any (i, j) ∈ I ′r one
has

Lvwφij = 0, (v, w) ∈ I,

and consequently
L(φij , P ) = 0. (25)

¿From (24), (25) and (23) we get

L(q, P ) =
∑

(i,j)∈Ir

αijφij ∈ Πr,

that is, L(·, P ) is degree reducing.
For the minimal degree property we just have to prove that the collocation matrix

formed with {Lij | (i, j) ∈ I} and any basis of ΠM−1 has rank less than #I (the
cardinality of I). Let us take the basis

{φij | i + j ≤ M − 1} = {φij | (i, j) ∈ IM−1} ∪
{
φij | (i, j) ∈ I ′M−1

}
.

As in (25), we easily see that in the matrix (Lhkφij) (with rows indexed by (h, k) ∈ I
and columns indexed by (i, j) with i + j ≤ M − 1) all the columns corresponding to{
φij | (i, j) ∈ I ′M−1

}
vanish, and therefore the rank R of that matrix is less than or

equal to #IM−1. Since at least one of the indices (i, j) ∈ I belongs to IM and not to
IM−1 by definition of M , we have

R ≤ #IM−1 < #IM = #I.

Hence, the interpolation problem defined by

{Lij | (i, j) ∈ I}
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and any subspace of ΠM−1 can not be poised and VS is a minimal degree space.
Let us denote by Pr, r = 0, . . . ,M , the interpolation problem defined by the

functionals Lij , (i, j) ∈ Ir, and the polynomial space spanned by {φij | (i, j) ∈ Ir}.
Since all the properties of the interpolation problem P carry over to these subproblems
we have the following immediate consequence of Theorem 3.

Corollary 4. For r = 0, . . . , M, the interpolation operator L(·, Pr) defined by
the problem Pr is degree reducing and the space spanned by {φij | (i, j) ∈ Ir} is a
minimal degree interpolation space for Pr.

5. Divided differences, finite differences and the computation of the
solution. As we have seen, the solution p (or L(f, P )) of an interpolation problem of
the type we are considering can be written in the form

p =
∑

(i,j)∈I

aijφij (26)

and {φij | (i, j) ∈ I} is a Newton basis. In [4] the coefficients aij were denoted
by

[
r0, r1, . . . , ri | r′0, r′1, . . . , r′j

]
f and called divided differences associated to the re-

versible system S. In the same paper, a complicated recurrence relation was obtained
for them. The name “divided differences” was due to the fact that the Newton formula
we have for p can be considered as an extension of the univariate Newton interpolation
formula. However, no remainder formula was obtained in [4].

On the other hand, in [7] Sauer and Xu introduced the concept of finite differences
for an interpolation problem with a blockwise or graded Newton basis. They used this
concept to get some interesting remainder formulas. In this section we adapt both
concepts to our problem, show the relationship between them and obtain a remainder
formula which will be further developed in Section 6.

The special structure of the collocation matrix

(Lijφhk)(i,j),(h,k)∈I ,

which is lower triangular (as seen in Section 2) when I is lexicographically ordered
allows us to compute the coefficients aij recursively. They can be computed in the
form

aij =
Lijf −

∑
(h,k)<(i,j) ahkLijφhk

Lijφij
, (27)

with (i, j) ∈ I linearly ordered by <, as it can be done in any interpolation problem
considered in [3]. However, as we have also seen in Section 2, in the present problem
the collocation matrix is block lower triangular with diagonal blocks in the diagonal
when we use the graded lexicographical order ≺ . Therefore the coefficients can be
computed recursively by

aij =
Lijf −

∑
(h,k)∈Ii+j−1

ahkLijφhk

Lijφij
, (28)

once we have computed all coefficients ahk, (h, k) ∈ Ji+j−1, and so on. Note that all
coefficients ars with (r, s) ∈ Ji+j can be computed simultaneously.

In order to see the relationship between these coefficients and the finite differences
introduced in [7] the latter order of computation will be more convenient. With this
aim, we denote

λi+j
ij (P )f = aij , (29)
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and observe from (28) that the following algorithm provides all the coefficients of the
solution p of our problem:

For (i, j) ∈ J0 ∪ J1 ∪ . . . ∪ JM

λ0
ij(P )f =

Lijf

Lijφij
. (30)

For r = 0, 1, . . . , M − 1 :
For (i, j) ∈ Jr+1 ∪ Jr+2 ∪ . . . ∪ JM ,

λr+1
ij (P )f = λ0

ij(P )f −
∑

(h,k)∈Ir

λr
hk(P )f

Lijφhk

Lijφij
. (31)

End

In order to introduce here the finite differences of [7] we need (a basis of) poly-
nomials {pij | (i, j) ∈ I} such that

Lhkpij = 0, if h + k < i + j, (32)

Lhkpij = δ(h,k)(i,j), if h + k = i + j. (33)

Taking into account (6)-(8), the basis {pij | (i, j) ∈ I} can be obtained as a nor-
malization of the basis {φij | (i, j) ∈ I} by setting

pij =
φij

Lijφij
.

This is stated more precisely in the following proposition. First we need some more
notation: let ηi = (ai, bi) and η′j = (a′j , b

′
j) be the normal directions of ri and r′j ,

respectively, which, by assumption, are unitary with respect to the Euclidean norm.
As usual, we denote by 〈·, ·〉 the Euclidean scalar product. Finally, for any two points
u, v ∈ IR2 we define

δ(u, v) = ‖u− v‖+ δu,v,

which equals the (Euclidean) distance between the two points u, v except for the case
when both points coincide, where we have δ(u, u) = 1. The numbers si and tj which
appear in the proposition were defined in Section 2.

Proposition 5. For (i, j) ∈ I there exists σij ∈ {−1, 1}, such that

pij =
σij

si!tj !

i−1∏

h=0

rh〈
ηh, ρ′j

〉
δ (uij , uhj)

j−1∏

k=0

r′k
〈ρi, η′k〉 δ (uij , uik)

. (34)

To verify the proposition, we will have to prove that Lijφij equals the denominator
of the right-hand side of (34). For this purpose, we take into account the following
lemma.

Lemma 6. Let (i, j), (h, k) ∈ I and suppose rh 6= ri and r′k 6= r′j. Then there
exist numbers σijh, σ′ijk ∈ {−1, 1} such that

rh (uij) = σijh

〈
ηh, ρ′j

〉 ‖uij − uhj‖ ,

r′k (uij) = σ′ijk 〈ρi, η′k〉 ‖uij − uik‖ .
(35)
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Proof. We prove only the first identity, the second one is proved in the same way.
Recalling that rh(u) = 〈ηh, u〉+ ch and that

uij − uhj = σijh ‖uij − uhj‖ ρ′j ,

since both points are on r′j , we have that

rh (uij) = 〈ηh, uij + uhj − uhj〉+ ch = 〈ηh, uhj〉+ ch + 〈ηh, uij − uhj〉
= rh(uhj) + σijh

〈
ηh, ρ′j

〉 ‖uij − uik‖
= σijh

〈
ηh, ρ′j

〉 ‖uij − uik‖ .

Proof of Proposition 5. Now we can proceed with the proof of the proposition.
In the case of simple lines without repetitions (i.e. P is a Lagrange interpolation
problem), (34) is a direct consequence of Lemma 6 because si = tj = 0.

In the case of repeated lines we have to be a bit more careful. Indeed, suppose
that for some (i, j) ∈ I the lines ri and r′j have already appeared si and tj times in
the sets {rk | k < i} and {r′k | k < j}, respectively. The interpolation datum is

∂si+tj

∂ρ′si
j ∂ρ

tj

i

(uij)

and the basis function can be written as

φij = rsi
i r′j

tj
∏

rh 6=ri

rh

∏

r′
k
6=r′

j

r′k =: rsi
i r′j

tj ψjk.

Recalling statement a) in the proof of Theorem 1 we note that for any i, j ≤ M and
any s, t ≥ 1

∂rs
i

∂ρs
i

=
∂r′j

t

∂ρ′j
t = 0.

Applying the Leibniz formula we first obtain

∂tj φij

∂ρi
tj

= rsi
i

∂tj

∂ρi
tj

(
r′j

tj ψjk

)
= rsi

i

tj∑
t=0

(
tj
t

)
tj !
t!

(
∂r′j
∂ρi

)tj−t

r′j
t ∂tψij

∂ρi
t

and then

∂si+tj φij

∂ρ′j
si∂ρi

tj

=
si∑

s=0

tj∑
t=0

(
si

s

)(
tj
t

)
si!tj !
s!t!

(
∂ri

∂ρ′j

)si−s (
∂r′j
∂ρi

)tj−t

rs
i r
′
j
t ∂s+tψij

∂ρ′j
s∂ρi

t
.

Since ri (uij) = r′j (uij) = 0, all terms of the above sum except s = t = 0 vanish when
evaluated at uij and, consequently,

Lijφij =
∂si+tj φij

∂ρ′si
j ∂ρ

tj

i

(uij) = si!tj !

(
∂ri

∂ρ′j

)si (
∂r′j
∂ρi

)tj

ψij (uij) . (36)
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Now (34) follows easily from Lemma 6 taking into account that

∂ri

∂ρ′j
=

〈
ηi, ρ′j

〉
,

∂r′j
∂ρi

=
〈
ρi, η′j

〉
, (i, j) ∈ I.

We can also define finite differences associated to the minimal degree Hermite
interpolation problem P and give recurrence relations for them. For that purpose we
let P−1 = ∅ be the (trivial) problem of interpolating no data with the zero polynomial.
Then we define the finite differences λr [Pr−1;u] f , r = 0, . . . ,M + 1, as

λ0 [∅; u] f = f(u),

λr+1 [Pr; u] f = λr [Pr−1; u] f −
∑

(i,j)∈Jr

Lijλr [Pr−1; ·] f pij(u). (37)

This is, of course, not what one would expect of a difference at first glance: the itera-
tion asks us to consider the finite difference as a function of the additional argument
u = (x, y) and (in the case of a Hermite interpolation scheme) requires directional
derivatives of this function. However, they allow us to get a first formula for the
remainder.

Theorem 7. For r = 0, . . . ,M we have

L (f, Pr) (u) =
∑

(i,j)∈Ir

Lijλi+j [Pi+j−1; u] f pij(u) (38)

and
f(u)− L (f, Pr) (u) = λr+1 [Pr;u] f. (39)

Proof. We first remark that iteration of (37) immediately implies the formula

λr [Pr−1; ·] f = f −
∑

(i,j)∈Ir−1

Lijλi+j [Pi+j−1; ·] f pij . (40)

Because of Corollary 4 and the structure of the polynomials pij , in order to prove (38),
it suffices to show that for any (h, k) ∈ Ir we have

∑

(i,j)∈Ir

Lijλi+j [Pi+j−1; ·] f Lhkpij = Lhkf. (41)

For that purpose we apply Lhk to both sides of (40) and recall that Lhkpij = δ(h,k),(i,j),
(i, j) ∈ Jr, to obtain

Lhkf −
∑

(i,j)∈Ir−1

Lijλi+j [Pi+j−1; ·] f Lhkpij = Lhkλr [Pr−1; ·] f

=
∑

(i,j)∈Jr

Lijλr [Pr−1; ·] f Lhkpij ,

that is (41). Substituting (38) into (40) then gives (39).
The relationship between divided differences and finite differences becomes clear:
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Corollary 8. For all (i, j) ∈ I one has

λi+j
ij (P )f =

Lijλi+j [Pi+j−1; ·]f
Lijφij

. (42)

6. Remainder formulas. In this section we will describe the interpolation er-
ror f −L(f, P ) in terms of derivatives of the function f , assuming that f ∈ CM+1(Ω),
where, as before, M = max {i + j | (i, j) ∈ I} and Ω ⊂ IR2 is any convex and com-
pact set with nonempty interior such that {uij | (i, j) ∈ I} ⊂ Ω. This formula will
be obtained from the more general approach in [6] for minimal degree Lagrange in-
terpolation which will be recalled together with the underlying notation in the first
subsection. We will then specialize this formula to reversible Lagrange interpolation
systems which will reveal a very appealing connection with the underlying geometry.
Thereafter we show by a limit argument of coalescent lines this formula remains valid
when passing from the Lagrange to the Hermite case, which gives the general result
we are heading for. Finally, we will briefly comment on error estimates for reversible
systems which follow directly from the error formula.

6.1. General preliminaries. In order to give the remainder formula we need
some more terminology. For any set {x0, . . . , xN} of (not necessarily distinct) points
in IR2 we define the simplex spline integral (cf. [5]) as the functional

∫

[x0,...,xN ]

f =
∫

∆N

f (σ0x0 + · · ·+ σNxN ) dσ1 · · · dσN

=:
1

N !

∫

IR2
f(t)M (t|x0, . . . , xN ) dt,

(43)

where
∆N =

{
σ ∈ IRN+1 |σj ≥ 0, σ0 + · · ·+ σN = 1

}
.

The (normalized) function M (·|x0, . . . , xN ) is called the simplex spline with knots
x0, . . . , xN . Clearly, the simplex spline integral is symmetric in the knots.

In general we shall use notations and concepts similar to those of [6,7,8] with
some slight modifications. In this respect, see also [2].

Remember that in Section 2 we have denoted

Jr = {(i, j) ∈ I | i + j = r} , J ′r = {(i, j) 6∈ I | i + j = r} .

A path µ of length r (0 ≤ r ≤ M) in I is defined as a vector µ = (µ0, µ1, . . . , µr)
such that µs ∈ Js, s = 0, . . . , r. The set of all paths of length r in I will be denoted by
Λr(I). Similarly, a path in I ′ is a vector µ = (µ0, µ1, . . . , µr) whose first r components
form a path of length r − 1 in I and the last component µr belongs to J ′r :

Λr(I ′) = {(µ, µr) | µ ∈ Λr−1(I), µr ∈ J ′r} .

These notions, which have been introduced in [6,7,8], have turned out to be crucial
for remainder formulas for general Lagrange and Hermite interpolation problems.

With any path µ in either Λr(I) or Λr(I ′) and s ≤ r we associate the collection
of points

Xs
µ = {uµ0 , . . . , uµs}
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and the number

πµ =
r−1∏

j=0

Lµj+1pµj ,

with the convention that for µ ∈ Λr(I ′) the point uµr and the functional Lµr are taken
from the extended interpolation problem P ∗ introduced in Proposition 2.

6.2. Lagrange interpolation. If there is no repetition of lines, i.e., if all ri,
i = 0, . . . , n and r′j , j = 0, . . . , m(n), respectively, are pairwise different, then the
interpolation problem P is a minimal degree Lagrange interpolation problem with ad-
ditional points in the terminology of [6] and we can apply the remainder formula of
[6, Corollary 1] to obtain

f(u)− L(f, P )(u) = λM+1 [P, u] f

=
∑

µ∈ΛM (I)

pµM (u)πµ

∫

[XM
µ ,u]

∂M+1f

∂(u− uµM )∂(uµM − uµM−1) · · · ∂(uµ1 − uµ0)

+
M∑

r=0

∑

µ∈Λr(I′)

pµr (u)πµ

∫

[Xr−1
µ ,u]

∂rf

∂(uµr − uµr−1) · · · ∂(uµ1 − uµ0)
.

(44)

In Lagrange interpolation we have

Lijf = f(uij) ∀(i, j) ∈ I.

Hence, for µ ∈ Λr(I) or Λr(I ′):

πµ =
r−1∏
s=0

pµs(uµs+1).

Let us briefly comment on formula (44): since the polynomials φij , (or pij),
(i, j) ∈ I ′M , vanish on all the interpolation points and therefore belong to the kernel
of the operator L(P, ·), they have to be reproduced by I − L(P, ·) and that is exactly
what the second term in the remainder formula produces. If P = P ∗, i.e, if we have a
full system of interpolation conditions, with ΠM as interpolation space, then that term
vanishes. In other cases we assume that the extended problem P ∗ has been chosen to
be a Lagrange problem.

We are going to see that the remainder formula (44) can be simplified due to the
special structure of the interpolation data in our problem. This structure allows us to
consider significantly smaller subsets of Λr(I) and Λr(I ′). These sets, which will be
denoted by Λ̂r(I) and Λ̂r(I ′), are defined as

Λ̂r(I) = {µ ∈ Λr(I) |µj / µj+1, j = 0, . . . , r − 1} , (45)

and Λ̂r(I ′) analogously. Here / denotes the partial ordering

(i, j) / (h, k) ⇔ i ≤ h, j ≤ k and (i, j) 6= (h, k).

Observe that the set Λ̂r(I) is formed by the paths µ = (µ0, . . . , µr) ∈ Λr(I)
such that if µl = (il, jl), l = 0, . . . , r − 1, then one has either µl+1 = (il + 1, jl) or
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µl+1 = (il, jl + 1) . Therefore, for µ in Λ̂r(I) or in Λ̂r(I ′), the difference uµl+1 − uµl is
either a multiple of ρ′jl

or a multiple of ρil , respectively. In both cases we will denote
this direction by ρl(µ), i.e.

ρl(µ) =
{

ρ′jl
if µl+1 = (il + 1, jl),

ρil if µl+1 = (il, jl + 1), l = 0, . . . , r − 1. (46)

In the same fashion, we define

ηl(µ) =
{

ηil if µl+1 = (il + 1, jl),
η′jl

if µl+1 = (il, jl + 1), l = 0, . . . , r − 1. (47)

Notice that with this notation ηl(µ) is not normal to ρl(µ), while η′jl
and ηil are normal

to ρ′jl
and ρil respectively. Now we can formulate the main result of this subsection.

Theorem 9. Suppose that the lines in Γ and Γ′ are pairwise distinct. Let Ω ⊂
IR2 be a convex set which contains the interpolation points uij, (i, j) ∈ I and let
f ∈ CM+1(Ω). Then, for any u ∈ Ω,

f(u)− L(f, P )(u) =
M+1∑
r=1

∑

µ∈Λ̂r(I′)

φ∗µr (u)
θµ

∫

[Xr−1
µ ,u]

∂rf

∂ρr−1(µ) · · · ∂ρ0(µ)
, (48)

where

θµ =
r−1∏

l=0

〈ηl(µ), ρl(µ)〉 , µ ∈ Λ̂r(I ′), r = 0, . . . , M + 1. (49)

Proof. The starting point of our proof is the general remainder formula (44). As
an immediate consequence of Theorem 1 we observe that

Lijphk 6= 0 ⇒ (h, k) / (i, j)

and therefore, for µ ∈ Λr(I),

πµ 6= 0 ⇒ µ ∈ Λ̂r(I),

and the same for µ ∈ Λr(I ′). Consequently, the summations in (44) run only over
Λ̂M (I) and Λ̂r(I ′), r = 0, . . . ,M . Hence,

f(u)− L(f, P )(u) = λM+1 [P, u] f

=
∑

µ∈Λ̂M (I)

pµM (u)πµ

∫

[XM
µ ,u]

∂M+1f

∂(u− uµM )∂(uµM − uµM−1) · · · ∂(uµ1 − uµ0)

+
M∑

r=0

∑

µ∈Λ̂r(I′)

pµr (u)πµ

∫

[Xr−1
µ ,u]

∂rf

∂(uµr − uµr−1) · · · ∂(uµ1 − uµ0)
.

(50)

First, observe that in the present problem I always contains (0, 0), hence Λ̂0(I ′) = ∅
and, consequently, the second sum above only runs from r = 1 to r = M .
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Now, let us consider one of the terms that appear in either of the summations in
(50). For that purpose we fix any µ ∈ Λ̂r(I) or µ ∈ Λ̂r(I ′) and write again µl = (il, jl),
l = 0, . . . , r. Then, there are the two possibilities

µl+1 = (il+1, jl+1) =
{

(il + 1, jl)
(il, jl + 1) , l = 0, . . . , r − 1.

In either case

uµl+1 − uµl =
{

uil+1,jl − uil,jl

uil,jl+1 − uil,jl

,

and therefore, as in the proof of Lemma 6,

uµl+1 − uµl = σµl,µl+1ρl(µ) δ
(
uµl+1 , uµl

)
, (51)

where σµl,µl+1 ∈ {−1, 1}. We also observe, from the definition of φij and (35), that

φµl+1

(
uµl+1

)

φµl

(
uµl+1

) =
{

ril (uil+1,jl)
r′il

(uil,jl+1)

=
{

σµl,µl+1

〈
ηil , ρ

′
jl

〉
δ (uil+1,jl , uil,jl)

σµl,µl+1

〈
ρil , η

′
jl

〉
δ (uil,jl+1, uil,jl)

= σµl,µl+1 〈ηl(µ), ρl(µ)〉 δ (
uµl+1 , uµl

)
.

Since, in addition,

pµr (u)πµ = pµr (u)
r−1∏

l=0

pµl

(
uµl+1

)
=

φµr (u)
φµr (uµr )

r−1∏

l=0

φµl

(
uµl+1

)

φµl (uµl)

= φµr (u)
1

φµ0 (uµ0)︸ ︷︷ ︸
=1

r−1∏

l=0

φµl

(
uµl+1

)

φµl+1

(
uµl+1

) ,

we get

pµr (u)πµ = σµ
φµr (u)

r−1∏

l=0

〈ηl(µ), ρl(µ)〉 δ (
uµl+1 , uµl

)
, (52)

with
σµ = σµ0,µ1 · · ·σµr−1,µr . (53)

To finish the proof, we first consider the sum over Λ̂M (I). Applying (51), we obtain
that

∂

∂ (uµM − uµM−1)
· · · ∂

∂ (uµ1 − uµ0)
=

M−1∏

l=0

σµl,µl+1δ
(
uµl+1 , uµl

) ∂

∂ρl(µ)

= σµ
∂M

∂ρM−1(µ) · · · ∂ρ0(µ)

M−1∏

l=0

δ
(
uµl+1 , uµl

)
,
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which, with (52), give, for any µ ∈ Λ̂M (I),

pµM (u)πµ

∫

[XM
µ ,u]

∂M+1f

∂(u− uµM )∂(uµM − uµM−1) · · · ∂(uµ1 − uµ0)

=
φµM (u)

θµ

∫

[XM
µ ,u]

∂M+1f

∂(u− uµM )∂ρM−1(µ) · · · ∂ρ0(µ)
.

Applying an identical argument to the sum over Λ̂r(I ′), r = 0, . . . ,M , we obtain the
representation

f(u)− L(f, P )(u) =
∑

µ∈Λ̂M (I)

φµM (u)
θµ

∫

[XM
µ ,u]

∂M+1f

∂(u− uµM )∂ρM (µ) · · · ∂ρ0(µ)

+
M∑

r=1

∑

µ∈Λ̂r(I′)

φ∗µr (u)
θµ

∫

[Xr−1
µ ,u]

∂rf

∂ρr(µ) · · · ∂ρ0(µ)
.

(54)

We moreover note that, for any (i, j) ∈ IM and u ∈ IR2,

φij(u) (u− uij) = (ui+1,j − uij)
φij (ui+1,j)

φ∗i+1,j (ui+1,j)
φ∗i+1,j(u)

+ (ui,j+1 − uij)
φij (ui,j+1)

φ∗i,j+1(ui,j+1)
φ∗i,j+1(u).

(55)

This vector interpolation formula, which was crucial for the inductive proof of [6,
Corollary 1] is easily verified by checking its validity for all points uhk, h+k ≤ i+j+1.
Indeed, if h+k < i+ j +1, then both sides vanish when setting u = uhk and the same
happens for h + k = i + j + 1 as long as (h, k) 6∈ {(i + 1, j), (i, j + 1)} because then
either h < i or k < j. Finally, for (h, k) = (i + 1, j) then both sides of (55) become
φij (ui+1,j) (ui+1,j − uij) and similarly for (h, k) = (i, j + 1). Since interpolation at
these points is unique in Πi+j+1, (55) follows.

Specializing to (i, j) ∈ IM and u ∈ Ω, there are numbers σij , σ′ij ∈ {−1, 1} such
that

ui+1,j − uij = σij ρ′j δ (ui+1,j , uij) , ui,j+1 − uij = σ′ij ρi δ (ui,j+1, uij) ,

and, by (35),

φij (ui+1,j)
φ∗i+1,j (ui+1,j)

=
1

ri (ui+1,j)
=

1
σij

〈
ηi, ρ′j

〉
δ (ui+1,j , uij)

,

φij (ui,j+1)
φ∗i,j+1 (ui,j+1)

=
1

σ′ij
〈
η′j , ρi

〉
δ (ui,j+1, uij)

.

Hence, for any (i, j) ∈ IM and u ∈ Ω, we can rewrite (55) as

φij(u) (u− uij) =
φ∗i+1,j(u)〈

ηi, ρ′j
〉 ρ′j +

φ∗i,j+1(u)〈
η′j , ρi

〉 ρi. (56)
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¿From equation (56) and the linearity of directional derivatives it follows that for
(i, j) ∈ IM , u ∈ Ω and f ∈ C1(Ω)

φij(u)
∂f

∂ (u− uij)
=

φ∗i+1,j(u)〈
ηi, ρ′j

〉 ∂f

∂ρ′j
+

φ∗i,j+1(u)〈
η′j , ρi

〉 ∂f

∂ρi
.

Writing µM = (iM , jM ), and substituting this into the first sum of (54), we then get

∑

µ∈Λ̂M (I)

φµM (u)
θµ

∫

[XM
µ ,u]

∂M+1f

∂(u− uµM )∂ρM−1(µ) · · · ∂ρ0(µ)

=
∑

µ∈Λ̂M (I)

φiM ,jM (u)
θµ

∫

[XM
µ ,u]

∂M+1f

∂(u− uiM ,jM )∂ρM−1(µ) · · · ∂ρ0(µ)

=
∑

µ∈Λ̂M (I)

φ∗iM+1,jM
(u)〈

ηiM , ρ′jM

〉
θµ

∫

[XM
µ ,u]

∂M+1f

∂ρ′jM
∂ρM−1(µ) · · · ∂ρ0(µ)

+
φ∗iM ,jM+1(u)〈
η′jM

, ρiM

〉
θµ

∫

[XM
µ ,u]

∂M+1f

∂ρiM ∂ρM−1(µ) · · · ∂ρ0(µ)
.

Now, we shall see that this sum can be written running over Λ̂M+1(I). Writing µM+1

for (iM + 1, jM ) we note that ρM (µ) = ρ′jM
and ηM (µ) = ηiM . Hence, the first term

in the sum becomes
φ∗µM+1(u)

θµ

∫

[XM
µ ,u]

∂M+1f

∂ρM (µ) · · · ∂ρ0(µ)
,

where θµ includes now the factor
〈
ηiM , ρ′jM

〉
= 〈ηM (µ), ρM (µ)〉. The same happens

for the second term in the sum, with µM+1 = (iM , jM + 1), and consequently

∑

µ∈Λ̂M (I)

φµM (u)
θµ

∫

[XM
µ ,u]

∂M+1f

∂(u− uµM )∂ρM−1(µ) · · · ∂ρ0(µ)

=
∑

µ∈Λ̂M+1(I)

φ∗µM+1(u)
θµ

∫

[XM
µ ,u]

∂M+1f

∂ρM (µ) · · · ∂ρ0(µ)
,

which, together with (54), gives (48) and completes the proof.

6.3. Hermite interpolation as a limit process. For this subsection, we fix
an index (i, j) ∈ I. We have already denoted by (si, ti) the multiplicity of uij , i.e.,
the number of repetitions of the lines ri and r′j in Γ and Γ′, respectively. For the sake
of brevity we drop the subscripts in the multiplicity and simply write (s, t) instead.
Hence, there exist numbers

i0 < i1 < · · · < is = i and j0 < j1 < · · · < jt = j

such that
ri0 = · · · = ris and rj0 = · · · = rjt .
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Also assume that (s, t) is the maximal multiplicity of the lines ri and r′j , i.e.,

ri 6= rh, h = i + 1, . . . , n, and r′j 6= r′k, k = j + 1, . . . , m(i).

Now, we choose ε > 0 and define

ri,ε = ri (· − εηi) = ri − ε, r′j,ε = r′j
(· − εη′j

)
= r′j − ε.

For the respective modified sets of lines we write

Γε = {r0, . . . , ri−1, ri,ε, ri+1, . . . , rn} , Γ′ε =
{
r′0, . . . , r

′
j−1, r

′
j,ε, r

′
j+1, . . . , r

′
m

}
.

Then we denote by P ε either the Hermite interpolation based on Γε and Γ′ or the
one based on Γ and Γ′ε. Since we are treating reversible systems here, these two types
of modification are essentially the same and we will not distinguish between them
formally.

To formulate a suitable notion of convergence, we assume again that Ω is a convex
and compact subset of IR2 with nonempty interior and equip f ∈ Ck(Ω), k ∈ IN0,
with its standard norm. For that purpose we define the the semi–norms of the l-th
derivatives as

|Dlf |Ω := max
u∈Ω

max
‖η1‖=···=‖ηl‖=1

∣∣∣∣
∂lf

∂η1 · · · ∂ηl
(u)

∣∣∣∣ , l = 0, . . . , k,

where the derivatives are extended to the boundary by continuity, and set

‖f‖k,Ω =
k∑

l=0

|Dlf |Ω .

It is well known that, together with the norm ‖ ·‖k,Ω, the vector space Ck(Ω) becomes
a Banach space.

Lemma 10. Let Ω be any convex and compact set which contains the points
uhk, uε

hk, (h, k) ∈ I, in its interior. Then for either choice of P ε there exists a contin-
uous function µ : [0, a] → IR, a > 0, with µ(0) = 0, such that for any f ∈ CM+1(Ω)

‖L (f ; P ε)− L (f ; P )‖M+1,Ω ≤ µ(ε) ‖f‖M+1,Ω , (57)

i.e., L (·; P ε) → L (·; P ) in the strong operator topology.
Proof. We will only consider the first case, i.e., the case that P ε stems from Γε

and Γ′, the second one is identical. It will become clear that the right boundary point
a of the interval [0, a] can always be chosen properly (i.e., sufficiently small), but will
depend on the line systems Γ and Γ′.

Let us denote by uε
hk the points of the modified interpolation problem. It is easy

to see that

uε
hk =

{
uhk + ε

ρ′k
〈ηi,ρ′k〉 if h = i,

uhk if h 6= i,
(h, k) ∈ I. (58)

Finally, write φε
hk for the respective basis functions. Since φε

hk = φhk if h ≤ i and

φε
hk =

ri,ε

ri
φhk
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otherwise, we observe that

Πh+k−1 3 φε
hk − φhk =

{
0 if h ≤ i,
−εφhk

ri
if h > i, (h, k) ∈ I. (59)

Also, for l = 0, . . . , M , let again P ε
l and Pl denote the subproblems related to Il; in

particular, due to (26) and (29),

L (f, P ε
l ) =

∑

(h,k)∈Il

λh+k
hk [P ε

l ] f φε
hk, l = 0, . . . , M. (60)

Note that
λh+k

hk [Pl] f = λh+k
hk [P ] f ∀(h, k), h + k ≤ l

and analogously for λh+k
hk [P ε

l ] f, and λh+k
hk [P ε] f.

We also remark that the divided differences λh+k
hk [P ], related to the original

interpolation problem, are continuous linear functionals on CM+1(Ω), (see equations
(30) and (31)), hence they are bounded, i.e.,

∣∣λh+k
hk [P ] f

∣∣ ≤ Chk ‖f‖M+1,Ω , Chk < ∞. (61)

For convenience, we will set Cl = max(h,k)∈Il
Chk, l = 0, . . . ,M .

We will prove by induction on l = h + k that the functionals λh+k
hk [P ε] converge

strongly to λh+k
hk [P ], (h, k) ∈ Il, which means that there exist continuous functions

λhk : [0, a] → IR with λhk(0) = 0 such that
∣∣λh+k

hk [P ε] f − λh+k
hk [P ] f

∣∣ ≤ λhk(ε) ‖f‖M+1,Ω , (h, k) ∈ Il. (62)

In the same spirit as above we set λl(x) = max(h,k)∈Il
λhk(x).

We first remark that the validity of (62) for some l ∈ IN0 implies the strong
convergence L (·; P ε

l ) → L (·; Pl), i.e., there exist µl ∈ C[0, a] such that µl(0) = 0 and

‖L (f ; P ε
l )− L (f ;Pl)‖M+1,Ω

≤ µl(ε) ‖f‖M+1,Ω . (63)

To prove this remark, we begin with the estimate
∥∥∥L(f,P ε

l )− L(f, Pl)
∥∥∥

M+1,Ω

=

∥∥∥∥∥∥
∑

(h,k)∈Il

λh+k
hk [P ε] f φε

hk −
∑

(h,k)∈Il

λh+k
hk [P ] f φhk

∥∥∥∥∥∥
M+1,Ω

≤
∥∥∥∥∥∥

∑

(h,k)∈Il

λh+k
hk [P ε] f (φε

hk − φhk)

∥∥∥∥∥∥
M+1,Ω

+

∥∥∥∥∥∥
∑

(h,k)∈Il

(
λh+k

hk [P ε] f − λh+k
hk [P ] f

)
φhk

∥∥∥∥∥∥
M+1,Ω

and observe from (62) and (63) that
∣∣λh+k

hk [P ε] f
∣∣ ≤ ∣∣λh+k

hk [P ] f
∣∣ +

∣∣λh+k
hk [P ε] f − λh+k

hk [P ] f
∣∣

≤ (Cl + λl(ε)) ‖f‖M+1,Ω.
(64)
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Hence, by (59), the first term is bounded by

ε (Cl + λl(ε)) ‖f‖M+1,Ω

∑
(h,i)∈Il

h>i

∥∥∥∥
φhk

ri

∥∥∥∥
M+1,Ω

,

while the second term is easily seen to be bounded by

λl(ε)
∑

(h,k)∈Il

‖φhk‖M+1,Ω .

Combining these two inequalities readily gives a choice of µl with the required prop-
erties of being continuous and satisfying µl(0) = 0.

Starting with the induction for (62), the case l = 0 is trivial (φ00 = φε
00 = 1 and

λ0
00 [P ε] f = f (uε

00) = f (u00)), hence we assume that the formula (62) and therefore
also (63) are valid for some l ≥ 0 and pick (h, k) ∈ Hl+1. From the recurrence relation
(28) we obtain that

λh+k
hk [P ε] f =

1
Lε

hkφε
hk

Lε
hk (f − L(f, P ε

l )) . (65)

as well as
λh+k

hk [P ] f =
1

Lhkφhk
Lhk (f − L(f, Pl)) . (66)

Here we have denoted by Lε
hk, the (h, k) linear form which defines the corresponding

interpolation datum of P ε. We first consider the simpler case h 6= i; here, uε
hk = uhk

and Lε
hk = Lhk and therefore

λh+k
hk [P ε] f =

1
Lhkφε

hk

Lhk (f − L(f, P ε
l )) .

Splitting this into
∣∣∣λh+k

hk [P ε] f − λh+k
hk [P ] f

∣∣∣ ≤
∣∣∣∣

1
Lhkφε

hk

− 1
Lhkφhk

∣∣∣∣ |Lhk (f − L (f, P ε
l ))|

+
∣∣∣∣

1
Lhkφhk

∣∣∣∣ |Lhk (L (f, P ε
l )− L (f, Pl))|

and using the induction hypothesis on the second term as well as the simple fact that

‖f − L (f, P ε
l )‖

M+1,Ω
≤ ‖f − L (f, Pl)‖M+1,Ω + ‖L (f, Pl)− L (f, P ε

l )‖
M+1,Ω

≤
(
1 + ‖L(·, Pl)‖M+1,Ω + µl(ε)

)
‖f‖M+1,Ω ,

(67)

we obtain that (63) holds true for

λhk(ε) :=
1

|Lhkφhk|

{
ε
‖φhk/ri‖M+1,Ω

|Lhkφε
hk| (1 + µl(ε) + ‖L(·, Pl)‖) + µl(ε),

µl(ε),

depending on whether h > i or h ≤ i. This quantity is again continuous on some neigh-
borhood of 0 and satisfies λhk(0) = 0 since Lhkφhk 6= 0 and therefore, for sufficiently
small ε, we also have that

|Lhkφε
hk| ≥

1
2
|Lhkφhk| > 0. (68)
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So, let us consider now the case h = i. In this case, due to (58) we find, like in Lemma
6, that

ri (uε
ik) = ri (uik) + ε

〈ηi, ρ′k〉
〈ηi, ρ′k〉

= ε,

which yields
Lε

ikφε
ik = tk! 〈ρi, η′k〉tk εs

∏

rl 6=ri

rl (uε
ik)

∏

r′
l
6=r′

k

r′l (uε
ik)

=: tk! 〈ρi, η′k〉tk εsψ̃ik (uε
ik) .

(69)

We also recall that

Likφik = tk!s! 〈ηi, ρ′k〉s 〈ρi, η′k〉tk ψ̃ik (uik) =: ψik (uik) , (70)

and therefore define
ψik := tk!s! 〈ηi, ρ′k〉s 〈ρi, η′k〉tk ψ̃ik, (71)

where now ψik (uik) 6= 0.
Set g := f − L (f, P ε

l ). Since

uε
νk = uik and Lε

νk = Lνk, ν = 0, . . . , i− 1,

and, consequently,

∂ν+tk

∂ρ′k
ν∂ρtk

i

L (f, P ε
l ) (uik) =

∂ν+tkf

∂ρ′k
ν∂ρtk

i

(uik) , ν = 0, . . . , s− 1,

we obtain that
∂ν+tkg

∂ρ′k
ν∂ρtk

i

(uik) = 0, ν = 0, . . . , s− 1.

By the Taylor expansion for g at u = uik there exists

ξ = (1− α)uik + αuε
ik = uik +

αε

〈ηi, ρ′k〉
ρ′k, α ∈ [0, 1],

such that
∂tkg

∂ρtk
i

(uε
ik) =

s−1∑
ν=0

1
ν!

(
ε

〈ηi, ρ′k〉
)ν

∂ν+tkg

∂ρ′k
ν∂ρtk

i

(uik)

+
1
s!

(
ε

〈ηi, ρ′k〉
)s

∂s+tkg

∂ρ′k
s∂ρtk

i

(ξ),

and we obtain that
∂tkg

∂ρtk
i

(uε
ik) =

εs

s!
1

〈ηi, ρ′k〉s
∂s+tkg

∂ρ′k
s∂ρtk

i

(ξ). (72)

Substituting (69) and (72) into (65) and taking into account (71), we find that

λi+k
ik [P ε] f =

1
ψik (uε

ik)
Likξ (f − L (f, P ε

l )) , (73)

where we have denoted by Likξf the value of the linear functional Lik defined in (4)
with uik replaced by ξ.
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¿From (70) and (66) we also obtain

λi+k
ik [P ] f =

1
ψik (uik)

Lik (f − L (f, Pl)) . (74)

The rest of the proof is now straightforward again; indeed,
∣∣∣λi+k

ik [P ε] f − λi+k
ik [P ] f

∣∣∣

≤
∣∣∣∣

1
ψik (uε

ik)
− 1

ψik (uik)

∣∣∣∣ |Likξ (f − L (f, P ε
l ))|

+
1

|ψik (uik)|
∣∣Likξ (f − L (f, P ε

l ))− Lik (f − L (f, P ε
l ))

∣∣

+
1

|ψik (uik)| |Lik (L (f, Pl)− L (f, P ε
l )) (uik)| .

The first and the third term can be estimated like above, while for the second term
we put it in integral form and use (67) for the estimate

1
|ψik (uik)|

ε

〈ηi, ρ′k〉
∫ 1

0

∣∣∣∣
∂

∂ρ′k

∂s+tk

∂ρ′k
s∂ρtk

i

(f − L(f, P ε
l ))

(
uik +

αε

〈ηi, ρ′k〉
ρ′k

)
dα

∣∣∣∣

≤ 1
|ψik (uik)|

ε

〈ηi, ρ′k〉
‖f − L (f, P ε

l )‖
M+1,Ω

≤ 1
|ψik (uik)|

ε

〈ηi, ρ′k〉
(1 + ‖L (·, Pl)‖+ µl(ε)) ‖f‖M+1,Ω .

Combining these estimates we get that (62) holds for

λik(ε) =
1

|ψik (uik)|
ε

〈ηi, ρ′k〉
(

1 +
‖ψik‖M+1,Ω

ψik (uε
ik)

)
(1 + µl(ε) + ‖L(·, Pl)‖)

+
µl(ε)

|ψik (uik)| .

Since this function is again continuous with respect to ε in some neighborhood of 0
and satisfies λik(0) = 0, we have advanced the induction hypothesis and hence, have
completed the proof.

Now we can immediately deduce the main result on remainder formulae which
says that Theorem 9 extends to Hermite interpolation.

Theorem 11. Let Ω ⊂ IR2 be a convex and compact set which contains the
interpolation points uij (i, j) ∈ I in its interior and let f ∈ CM+1(Ω). Then, for any
u ∈ Ω,

f(u)− L(f, P )(u) =
M+1∑
r=1

∑

µ∈Λ̂r(I′)

φ∗µr (u)
θµ

∫

[Xr−1
µ ,u]

∂rf

∂ρr−1(µ) · · · ∂ρ0(µ)
. (75)

Proof. The proof is now a simple induction on α = max {si + tj | (i, j) ∈ I}.
Indeed, α = 0 is the statement of Theorem 9. In the case α > 0 there is a finite
number of pairs (i, j) such that the maximum is assumed. If there is only one pair
then the respective multiplicity (si, ti) satisfies at least one of the inequalities si > 0 or
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ti > 0. Assume that si > 0. Then we consider the reduced interpolation problem P ε,
choosing ε sufficiently small. Now, by the induction hypothesis, (75) can be applied
and yields

f(u)− L (f, P ε) (u) =
M+1∑
r=1

∑

µ∈Λ̂r(I′)

φε∗
µr (u)
θµ

∫

[Xr−1
µ ,u]

∂rf

∂ρr−1(µ) · · · ∂ρ0(µ)
.

Hence,

∥∥∥f−L(f, P )−
M+1∑
r=1

∑

µ∈Λ̂r(I′)

φ∗µr

θµ

∫

[Xr−1
µ ,·]

∂rf

∂ρr−1(µ) · · · ∂ρ0(µ)

∥∥∥
M+1,Ω

≤
∥∥∥

M+1∑
r=1

∑

µ∈Λ̂r(I′)

φε∗
µr − φ∗µr

θµ

∫

[Xr−1
µ ,·]

∂rf

∂ρr−1(µ) · · · ∂ρ0(µ)

∥∥∥
M+1,Ω

+ ‖L (f, P ε)− L (f, P )‖M+1,Ω

≤ ε
∥∥∥

M+1∑
r=1

∑

µ∈Λ̂r(I′)
ir>i

φ∗µr

ri θµ

∫

[Xr−1
µ ,·]

∂rf

∂ρr−1(µ) · · · ∂ρ0(µ)

∥∥∥
M+1,Ω

+ ‖L (f, P ε)− L (f, P )‖M+1,Ω

≤


 ε

(r + 1)!

M+1∑
r=1

∑

µ∈Λ̂r(I′)
ir>i

∥∥∥∥
φ∗µr

ri

∥∥∥∥
M+1,Ω

1
θµ

+ µr(ε)


 ‖f‖M+1,Ω ,

by Lemma 10 and (43), which gives (75) as ε → 0 and advances the induction hy-
pothesis. If there are several pairs (i, j) such that si + tj = α, then we incorporate
an additional induction on this number too: the case of one such pair has just been
treated and more than one such pair is resolved by exactly the same limit argument
as above.

Remarks.
i) If m(i) = n − i, 0 ≤ i ≤ n, that is, if the interpolation space is Πn, then

M = n and (48) and (75), in Theorems 9 and 11, reduce to

f(u)− L(f, P )(u) =
∑

µ∈Λ̂M+1(I′)

φ∗µr (u)
θµ

∫

[Xr−1
µ ,u]

∂rf

∂ρr−1(µ) · · · ∂ρ0(µ)
.

ii) A particular case of this problem, namely that of interpolation at cardinal
points {(i, j)} with 0 ≤ i, j ≤ n, i + j ≤ n, was studied by Sauer and Xu in [9], where
a particular form of the remainder (48) can be seen.

iii) A very simple particular case of Theorem 11 arises by considering the totally
coincident lines ri(u) := x− x0, r′j(u) := y − y0 for all 0 ≤ i, j ≤ n and m(i) = n− i.
This gives rise to the Taylor interpolation problem of degree n at u0 = (x0, y0) and
(75) is just the bivariate Taylor formula. In fact, simple calculations produce, in the
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right-hand side of (75),

f(u)− L (f, P ) (u)

=
∑

i+j=n+1

(
n + 1

i

)
(x− x0)

i (y − y0)
j

∫

[u0, . . . , u0︸ ︷︷ ︸
n

,u]

∂n+1f

∂xi∂yj

=
∑

i+j=n+1

(x− x0)
i (y − y0)

j

i!j!
∂n+1f

∂xi∂yj
(ξij , ηij),

where (ξij , ηij) is between u = (x, y) and u0 = (x0, y0).

6.4. Error estimates. It is now very easy to derive error estimates. For that
purpose we only have to notice that for r = 0, . . . ,M + 1 the cardinality of Λ̂r(I ′) is
not greater than 2r and to recall from [5] the formula

∫

[x0,...,xn]

1 =
1
n!

,

which has been used in the last proof.
We introduce two geometric quantities, depending on the lines and the domain

Ω, namely a “radius” of Ω relative to Γ∗ and Γ′∗, defined as

RΩ = max
{
‖ri‖0,Ω ,

∥∥r′j
∥∥

0,Ω
| 0 ≤ i, j ≤ M

}

and a “minimal angle of intersection” as

θ = min
{∣∣〈ηi, ρ′j

〉∣∣ | (i, j) ∈ I
}

.

Note that θ depends only on Γ and Γ′. Finally, we set

r(I) = min {0 ≤ r ≤ M + 1 | I ′r 6= ∅} .

Then we can easily obtain an error estimate from (75).
Theorem 12. Let Ω ⊂ IR2 be a convex compact set which contains the interpo-

lation points uij, (i, j) ∈ I, and let f ∈ CM+1(Ω). Then

‖f − L (f, P )‖Ω ≤
M+1∑

r=r(I)

(
2RΩ

θ

)r ‖f‖r,Ω

(r + 1)!
. (76)
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